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Executive Summary

This document provides information about how to set up QoreStor software with CommVault, including:

e Configuring the QoreStor system as a CIFS/NFS storage unit for CommVault 10 and 11.

For additional information, see the QoreStor documentation and other data management application best
practices whitepapers at:

https://support.quest.com/qorestor/

i NOTE: The QoreStor/CommVault build version and screenshots used for this paper may vary

slightly, depending on the version of QoreStor/CommVault software you are using.


https://support.quest.com/qorestor/

Configuring QoreStor as a CIFS/NFS
Magnetic Library

Creating a CIFS container for use with
CommVault

1 Select the Containers tab, then click Add container.

\"?J l';\ admin ~

Containers(0)

ersion System Status
6.0.0.670 Healthy

2 Enter acontainer Name, select a Storage Group or leave the DefaultGroup option selected, and select
NAS (NFS, CIFS) from the Protocol dropdown menu. Click Next.

Add Container

DefaultGroup

— Protoco
‘ NAS (NFS, CIFS)




3 Click the dropdown on the Protocols field then select the check mark for CIFS. Leave Marker Type
on Auto, then click Next.

Add Container

| Auto

CIFS %
P —
[[] selectal

] nrs

arFs

4 Fillin the CIFS Client Access options if needed then click Next.

Add Container

CIFS Client Access
o Open (allow all clients)

. Create client access list

Cancel Prev

NOTE: For improved security, Quest recommends adding IP addresses for only CommVault media

Servers.

5 On this page, the Recycle Bin feature may be enabled, please check the user guide for more

information. Click next.

Add Container




Confirm the settings and click Finish. Confirm that the container is added.

Add Container

& Container Summary

Marker:
Auto

& Connection Summa

Protocol CIFS:

Adding the QoreStor CIFS container as a
Magnetic Library in CommVault

Follow these steps to add the container to CommVault.

1 Open the Commcell Console, expand Storage Resources, right-click Libraries, and select Add —>

DiskLibrary---

Storage Configuration Reports View Support a @
Ll u ! u # @ % B @ commvault
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2 Inthe Add Disk Library dialog box, enter a name for the Disk Library and information about the

QoreStor container, and click OK.
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3 Confirm that the library is created and that the status is Ready.
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Creating an NFS container for use
with CommVaullt

1 Select the Containers tab, then click Add container.

Containers (0)

No Containers Available

Add Container

2 Enter a container Name, select a Storage Group or leave the DefaultGroup option selected, and
select NAS (NFS, CIFS) from the Protocol dropdown menu. Click Next.

‘ DefaultGroup

— Protoco
‘ NAS (NFS, CIFS)

3 Click the dropdown on the Access Protocols field then select the check mark for NFS. Leave Marker
Type on Auto, then click Next.

[] select Al

NFS
1 crs




4 Fillin the NFS Client Access options if need then click Next

Add Container

Client Access

o Read Write Access

' Read Only Access

| Administrator

NFS Client Access

o Open (allow all clients)

. Create client access list

Cancel Prev

NOTE: For improved security, Quest recommends adding IP addresses for only CommVault Media

Servers

5 On this page, the Recycle Bin feature may be enabled, please check the user guide for more

information. Click Next.

Add Container

6 Confirm the settings and click Finish. Confirm that the container is added.

Add Container

£ Container Summary
Name:
sample

Storage Group:

DefaultGroup

Proto
NAS

Marker:
Auto

& Connection Summary

Protocol NFS:

Options:
Read/Write

Root Mapping:
Administrator




Adding the QoreStor NFS container as a
Magnetic Library in Commvault

3/ Samp le Smont,

2 Openthe CommCell Console, expand Storage Resources, right-click Libraries, and select Add —>
DiskLibrary---

@ davidd-w2ka-01 : Comm¥ault® Simpana:

Home  Tools | Storage | Corfigwation  Reports  View  Support

a
commvaulkt
Amay shared Gatalog S I M pA—NA
r !
Storage Index
i CommCell Browser n =} Getting Started Bl Libraries x | v 8
5 daviddwzka-01 %, davidd-w2ka-01 > @ Storage Resources > [l Libraries > rOg
Clent Computer Groups
Client: Computers Name | Status ] Manufacturer | Madel Description 1]
Securky Ready Disk. Disk P
rage Resources Ready Disk Disk.
Deduplication Engines Ready e o
b Read Disk Disk
Add ’ Disk Library. v
— o2l Dk Disk
Mark Media Exported Cloud Storage Library..
vaultTracker DR
terk Direct
Cost Analysis

%, workflows

| CommCel Browser |

[ gents |

i [ content | B Summary

5 object(s)

davidd-w2ks-01 | 10 SP1b+ | admin |



In the Add Disk Library window, enter the name for the Disk Library and the mount path of the
QoreStor container export, and click OK.
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Confirm that the library is created, and the Status is Ready.
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Configuring Rapid CIFS with
CommVault

Rapid CIFS is a Quest-developed protocol that accelerates writes to CIFS shares on the QoreStor system.
This is done by only sending unique data to the appliance. This usually causes significant network savings

and even sometimes performance boosts.

Windows prerequisites

o The Media Agent OS must be the 64-bit version of Windows 2008 R2, Windows 2012/R2, or Windows
2016.

'i NOTE: For the accelerator to work properly, the backup traffic must go directly to the QoreStor system. For
CommVault, you should install RDCIFS on the media agents.

Installing Rapid CIFS on a CommVault
Windows media agent

Follow these steps to install Rapid CIFS.

i | NOTE: Rapid CIFS should only be installed on a CommVault media server.

1 Download the MSI to the Server/Proxy by doing the following:
a Go to support.quest.com/qorestor/ and select your version.
2 On the support page for your product, click Software Downloads.

3 For the RDCIFS plugin for your QoreStor version, click the Download icon to download the installer

package (.msi file).



4 Run the MSI and follow the instructions in the installation wizard as shown in the screenshots below.

Click Next on the first screen.

Welcome to the Quest Rapid CIFS Filter
Driver Setup Wizard

The Setup Wizard will install Quest Rapid CIFS Filter Driver
on your computer. Click Next to continue or Cancel to exit
the Setup Wizard.

5 Click Install.

Ready to install Quest Rapid CIFS Filter Driver Quest

Click Install to begin the installation. Click Back to review or change any of your
installation settings. Click Cancel to exit the wizard.

Setting Up QoreStor as a CommVault Backup Target -
Configuring QoreStor as a CIFS/NFS Magnetic Library
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6 Click Finish.
{2 Quest Rapid CIFS Filter Driver Setup [_ [T} I

Completed the Quest Rapid CIFS Filter
Driver Setup Wizard

Click the Finish button to exit the Setup Wizard,

| Firish |

7 Verify that the “rdcifsfd” driver is loaded automatically; this can be checked by using the command

fltme.

oo Administrator: Command Prompt

icrosoft Windows [Uersion 6.2.72081
(c» 2012 Microsoft Corporation. All rights reserved.

SUserssAdministrator>f ltme
Filter Mame Num Instances Altitude
3ai688
1358688
46008

SUzerssAdninistrator?




Configuring Rapid NFS with
Commvault

Linux prerequisites

e The Media Agent OS must be the 64-bit version of CentOS or SUSE.
e The FUSE module should already be installed, as follows:

On NFS Media Agent, run the command below and verify the command output:
# rpm -ga | grep fuse
fuse-2.8.3-4.e16.x86 64
gvfs-fuse-1.4.3-15.e16.x86 64
fuse-1ibs-2.8.3-4.el16.x86 64

e The plug-in must be installed on the designated Linux-based media agent in the following directory,
/usr/openv/lib/.

NOTE: For the accelerator to work properly, the backup traffic must go over NFS directly to the QoreStor system
and not pass through a media agent. If that is the case, you should install RDNFS on the media agent.

Installing Rapid NFS on a CommVault Linux
media agent

Follow these steps to install Rapid NFS.
1 Download the installation package to the Media Agent using the following steps:
2 Go to support.quest.com/qorestor/ and select your version.
3 On the support page for your product, click Software Downloads.

4 For the RDNFS plugin for your QoreStor version, click the Download icon to download the installer
package (.bin.gz file).

5 Use WinSCP or a similar utility to copy the package to the NFS Media Agent. The plug-in must be
installed on the NFS Media Agent in the following directory, /usr/openv/lib/.

6 Onthe NFS Media Agent, assuming that the current working directory has the installation package
named QuestRapidNFS-4.0.3036.0-centosb.7-x86_64.bin.gz, run the following commands in order:



gunzip ./ QuestRapidNFS-4.0.3036.0-centos5.7-x86 64.bin.gz

chmod a+x ./QuestRapidNFS—4.0.3036.0—centos5.7—x86_64.bin
Run the installer:

./QuestRapidNFS-4.0.3036.0-centos5.7-x86 64.bin -install

TEEE

t

T
EEE T

Create a directory on Media Agent:
mkdir /mnt/backup
Mount the QoreStor NFS container on the Media Agent with the CommVault marker:

mount -t rdnfs 4300-26:/containers/backup /mnt/backup —-o marker=cv

idNFS]# mount
idNFS]# mount

ackup on /mnt




Setting up QoreStor system
replication

L]

1 NOTE: For the steps in this procedure, assume QS1 is the replication source QoreStor system, and QS2 is the
replication target QoreStor system. ‘source’ is the replication source container, and ‘target’ is the replication
target container.

Creating a CIFS/NFS replication session

1 Create a source container on the source QoreStor system.
2 Create a target container on the target QoreStor system.

3 On the source QoreStor system, go to the Replications Tab. Click the Add replication button.

LY

tem Status

6.0.0.670 Healthy

Replications (0)

Replications O

No Replications Available

Add replication

4 Select the source Container for Replication and click Next.
Add replication

Source container

o Local
. Remote




5 Select the Encryption type for the Source Container and click Next.

Add replication

Encryption

. None

@ AEs 128bit

© AEs 256bit

6 Enter the target QoreStor systems-related information then click Retrieve Remote Containers.
Select a target container from the populated list, and click Next.

Add replication

Target container

. Local
o Remote

| admin

| qspl6300-47 systest ocarina.local
Retrieve Containers

| target

7 Specify any Bandwidth Limitations needed in MBps, and leave 0 for unlimited bandwidth. Click
Next.

Add replication

Limits




8 Verify the Summary and click Finish.

Add replication

ontainer

source

Encryption

Algorithm
AES 256

Limits

Target

Source
Remote

Container
target

gspl-6300-47.systest.ocarina.local

Prev Finish

9 Check replication is added successfully and confirm the replication details.

Setting up a CommVault Replica Library

CommVault has a feature called a Replica Library. This feature is useful to prepare CommVault for a

Disaster Recovery restore from a QoreStor replication target before the event occurs. With a Replica Library,

both the replication source and target containers are added to CommVault. Anything written to the source

will be assumed as accessible on the target. Information from CommVault can be found here:

http://documentation.commvault.com/commvault/v11/article?p=9560.htm

Follow these steps to set up replication.

1 Inthe CommCell Console, on the Storage tab, click Library and Drive.

prodes v10 SP1 CommCell Console
Storage Configuration Reports View

(=] j—
2 m B
= o\ -

Library and Media Hardware Array Shared Catalog
Drive Management Maintenance Management Configuration
Storage Index
{C CommCell Browser 7 Job Controller x
prodcs B 30b Controller
@+ 48 Client Computer Groups
[+ yM Client Computers



http://documentation.commvault.com/commvault/v11/article?p=9560.htm

2 Select all the Media Agent(s) that will participate in replication, click Add to Selected MediaAgents,
and then click OK.

QLibrary and Drive Configuration {CommServe Host: davidd-w2k8-01)

~Selectked Mediahgent:

L ’JSeIect MediaAgents [ x| I_
_I Available Mediafgents: Selected Mediafgents: .
i
o

DavidD-RHELE-01

davidd-wzks-01 &I
== Remove |
add all = |

<= Remove Al |

(a4 I Cancel | Help |

B4 start I

'i NOTE: To configure a shared library, make sure you select all the MediaAgents that share that library.
3 In the Information dialog box, click OK to continue.
Information 0]

Please configure storage devices on the new MediaAgents.
- - For SCSI devices, select detect/configure devices
- For other devices select the Add menu

4 Click the Shared Disk Device tab.

f@'Library and Drive Configuration (CommServe Host: davidd-w2k8-01)

Selected Mediaagent

DavidD-RHELE-01
davidd-rhels-02

[y tibraries | — pata F‘athl &8 Shared Disk Device |I

4% Disk Devices




5 Click Start, and select Disk Device > Add Network Sharing Device:-*

’JLihrary and Drive Configuration {CommServe Host: davidd-w2k8-01})

~Selected Mediadgent:

[y DavidD-RHELE-01
[y davidd-rhele-0z

[ Libraries I () Data Paths Shared Disk Device

|5, Disk Devices
: Device_2
Device_4
Device_5
Device_&
—) Device_7

Select MediaAgents. ..

Wolume Explorer
Add 3
MODMP ]

Centera ]

-

Disk Device Add Metwork Sharing Device...

Help Add Cloud Storage Device. ..

Exit

|§ Start II

6 Inthe Add Sharing Folder dialog box, enter the source QoreStor container information and then click
OK.



Add sharing Folder

Device Mame:  SharingDeviced

Mediafigent: IDavidD-RHELS-Dl

~Sharing Folder Properties

— {* Local Path

Faolder: ||

= & Mebwark Path

Connect &5

Password:

|
|
Wetify Password! I
|

Folder:

¥ Preferred

[~ Read Onlky

[l 4 I Zancel Help

Select the name of MediaAgent accessing this mount

S

Linux MediaAgent can only select local

o _a

Windows MediaAgent can select both local and network

~ath

exposed to the Media Agents.

NOTE: This Device is the replication source. Device information is based on which protocol the container is

7 The system displays the device information with the Media Agent that can access the device in

Library and Drive Configuration window.

’JLihrary and Drive Configuration {CommServe Host: davidd-w2k8-01)

~Selected Mediafgent:

[y DavidD-RHELE-01
[y davidd-rhels-oz

B Librariesl () Data Paths Shared Disk Device

u.'_‘. Disk Devices

£ Start I |

8 Right-click the device and then click Add Replica Sharing Folder.



’JLihrary and Drive Configuration {CommServe Host: davidd-w2k8-01)

—5elected Mediadgents

[ Davido-RHELE-01
[y davidd-rhels-oz

E Libraries | () Data Paths =8 Shared Disk Device

|57, Disk Devices

Add Primary Sharing Folder. ..
Add Replica Shating Falder. .. I

Configure

Deconfigure

Deconfigure For All Selected Mediasgents

Delete

Set Metwork Access Info For all Windows Mediadgents. ..

Properties

£l start I Il ohjectis)

9 In the Add Sharing Folder dialog box, enter the target QoreStor container information and then click
OK.



Add Sharing Folder E

Device Mame: Device 5

Mediafgent:  [RER{sEEye=l ety

Select the name of MediaAgent accessing this mount

SN

~5Sharing Folder Properties

— % Local Path

Folder: I

Linux MediaAgent can only select local

SN

= £ Netwark Path

aonmect A5

Windows MediaAgent can select both local and network path

Yerify Password:

Password; I

Falder:

[ Preferred

¥ Read Only

(0] I Cancel

Help

'i NOTE: This Device is the target destination of the replication. Device information is based on which protocol the

container is exposed to the MediaAgents.

10 The system displays the device information with which the Media Agent can access the device in the

Library and Drive Configuration window.

f@'Library and Drive Configuration {CommServe Host: davidd-w2ks-01)

~Selected MediaAgent:

DavidD-RHELE-01
[y davidd-rhels-02

[y Libraries | (=) Data paths 65 Shared Disk Device

| 5% Disk Devices

1=l Device_7

3l start I |




11 On the Libraries tab, click the Start menu, and select Add > Replica Disk Library.

’JLihrary and Drive Configuration {CommServe Host: davidd-w2ks-01)

—Selected Mediadgents

[y Davido-RHELE-01
[y davidd-rhels-0z

[y Libraries I|=. Data Paths | Shared Disk Device

|0 Libraries

;d DR{Configured)

g DR2{Configured)
[d DRZ2(Configured)
1@ drbi Configured)

g savings{Configured)

Select MediaAgents, ..
DetectConfigure Devices. ..
Add 4 Disk Library, ..
MOMP 4 Replica Disk Library. ..
Centera 4 Cloud Storage Library..
Disk Device 0 Disk Library with futomated Mount Path Detection, .,
Help PnF Disk Library...
Exit IP Library. ..
| E Stark I I Cell-Shared Library...

12 In the Add Disk Library dialog box, enter the Alias and clear the Enable replication checkbox.

Add Disk Library [ ]

Library Mame:  DiskLibrary#

Alias: [ Name of the disk library

Unique I0: Unassigned

[~ Automatically create storage policy for new data paths

(a4 I Cancel | Help |

13 In the Share Mount Path dialog box, select the device configured previously, then click OK.



" Shared Mount Path(Replicated_Disk_Library)

Disk Device: Rl ITVE 3
Base Foider: [Pmrmrewp e

Replicated Libras

MediaAgent: |mediaagentdl - I

Select the previously configured device

Sharing Folder Properties
Local Path

Folder:

@) Network Path

Connect As:
Password:
Verify Password:

Folder:

14 Verify the disk library is configured.

Library and Drive Configuration (CommServe Host: prodcs)

| selected Medangents

I, medizagentd1
By medinagentos

B Liravies | . Data Paths | @8 Shered Disk Device|
Libraries
{35 Commivaut Virtu e
Replicated_Disk_ Library(Configured)
-2 (1) Rephcate Library(Folder 1)

Fosar | [:obieci(s)




Using QoreStor as a Cloud Storage
in CommVault

Creating an Object Container(S3) in
QoreStor

1 From the QoreStor Ul select Containers then click Add Container.

2 Select the Protocol dropdown and set it to Object (S3 Compatible). Click Next.

Add Container

‘ ontaine




3 Click Next

Add Container

4 Verify the summary is correct and click Finish.

Add Container

= Container Summary

Mame:

ObjectContainer

Storage Group:

ObjectStorageGroup

Protocol:

OBJECT

& Connection Summary

Protocol Object:

Encryption:
Disabled

Quota:

Unlimited




5 The Object Container is now created but we need to create a bucket other than the default. Click the

ellipsis on the container and click Edit.

ObjectContainer

Details

Enable Cloud Tiering
Policy

Enable Archive
Tiering Policy

ObjectStorageGroup ¢ Edit

Delete

6 On the Object Container page click Create bucket.

Object Container

Summary

Endpoint

https://10.230.98.82:0000 Online

Buckets (1)

default-bucket

7 Name the bucket then click Save.

Create bucket




Adding the QoreStor Object Container(S3) to

CommVault

1) Open the Commcell Console, expand Storage Resources, right-click Libraries, and select Add —> Cloud

Storage Library...

Tools Storage Configuration

A

— |
Expert Storage
Configuration

Media
Management

Storage

Hardware
Maintenance

Reports View

a-
&=
Array

Management

|iz) CommCell Browser

[5% re30-28

[]--E Client Computer Groups
[P Client Computers
[]5 Security
Ela Storage Resources
& Deduplication Engines

&% Index Store Pools
1k i

Add 3
= Mark Media Exported
. Add to Favorites

Disk Library...
Cloud Storage Library...
Tape Library...

Support

=} storage Pools
Bl vaultTracker
[#- | & Policies

=-#5 Reports

Advanced r

2) In the Name field, enter the user-friendly CommVault library name and select the correct media agent.
In the Service host field, you can input the HTTP link to the QoreStor server. With the credentials
correctly configured the detect button will automatically find the bucket created in the previous steps.
Click OK to add the library.

General | Advanced

|samp¢e |

MName:

Device Name: StorageDevice#

Type: |53 Compatible Storage ] |

MediaAgent: |r630—28 ] |

Access Information

Service Host: |hth:|:ﬂ10.230.9?. 142:9000 |

Credential: |badmp_user LI

v| Detect

Bucket: | sample

-y -3 - |
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Performance Tier

A Performance Tier allows you to define a set of faster disks as a Storage Group and created a container
within that group. This Performance container will always read/write to these faster disks which will allow
operations like restores and standard (non-fast clone) synthetic backups to occur quickly. This tier does not
stage data off to the standard disks, this is because a restore of synthetic operation reading from the
standard disks would still hamper the operation. All data written to the Performance Tier stays within the
performance Tier. Because of this, it is recommended to write only specific jobs, which are required to be
highly available and are sized to fit within the performance tier size. Please read the QoreStor User Guide for

more details about the Performance Tier.

A Warning: Please note that once a Performance Tier is added to a system it cannot be easily removed and
attempting to do so will most likely result in the destruction of data. Please disable any backup or data
copy jobs to the QoreStor system and contact support before attempting removal to find out if this is
possible.



Setting up Performance Tier with
QoreStor

In this section, we are not going to cover adding a device, creating a partition, creating an XFS filesystem, or

defining a mount point in detail. Please reference the QoreStor Installer Guide for this information.

1 We first need to cable and add the disks to the OS level. Once seen as a device in the OS an aligned
partition will need to be created, an XFS file system created, and a mount point defined in fstab that

includes mount option requirements defined in the QoreStor Installer guide.
2 Once a file system path to the high-performance storage is added the next step is to add that path as

a performance tier in QoreStor. In the QoreStor Ul expand Local Storage and select the
Performance Tier tab. Click Add Performance Tier.

Performance Tier

Local Storage

Performance Tier
No Performance Tier added

Add Performance Tier

3 Enter the performance tier mount path and click the Test button.

Add Performance Tier

NPERF

4 Click the Confirm button

Warning

Performance tier path test can take a few minutes. Do you want to continue?




5 If the path gets the expected performance click Add.

Add Performance Tier

Filesystem
XY
Sequential IOPS  Random IOPS
103059 24408 . serm

Click Confirm to finish adding the performance Tier, QoreStor services will be restarted

Warning

Adding Performance tier can take a few minutes and may result In service restart. Do you want to continue?

Confirm

Once the performance Tier is added you will be logged out. Once logged back in the Performance Tier

tab will now list a dashboard for the performance Tier.

8 Navigate to the Containers tab and click Add Container

Q@ L admin

Containers (0 Versio System Sta
Containers 6.0.0.670 Healthy

0

No Containers Available
Add Container

In the Storage Group dropdown, select Performance Tier. Input the container Name and set the

Protocol to NAS (NFS, CIFS). Click Next.

Add Container

9

10 Follow the rest of the steps listed in the Creating a CIFS container for use with CommVault and
Adding the QoreStor CIFS container as a repository in CommVault sections of this guild to finish

configuring your Performance Tier container.



Cloud/Archive Tier

Cloud Tier

Cloud Tier allows per-container tiering of deduplicated data to low-cost cloud storage. This enables several
potential workflows. Namely the ability to keep longer retention while using less physical space on-site or
duplicate archival to the cloud. This is done by establishing a Cloud Tier connection and defining per-
container policies by which to tier data to the cloud. The policy manager allows for tiering based on time
limitations and optionally filtering included and excluded files. It is important to note that individual data
blocks will be tiered off not whole backup files. This means if a data block is found frequently over multiple

backups it will not necessarily be tiered to the cloud.

A Warning: Once a container is configured as Cloud Tier the only way to remove it would be to delete the
container or contact Support to fully restore all data blocks from the Cloud. This might involve a read cost

from the cloud provider

A Warning: It is important to fully consider your CommVault Job configuration and policy configuration
when deploying Cloud Tier. Failure to do so could result in unexpected charges from the cloud provider or
even failing backup jobs. Please read this section in its entirety as well as check the Cloud Tier section of
the QoreStor User Guide.

Important Considerations for Cloud Tier with
CommVault

Cloud tiering is achieved by sending deduplicated data blocks to low-cost cloud storage on a cloud provider.
These data blocks are identified via a per-container policy manager. The Policy manager options are Idle

Time, On-Prem Retention, Include/Exclude Directory paths, and Include/Exclude file types.

¢ Idle Time before cloud migration - Replicates stable data blocks idle for more than the selected
number of days/hours to the cloud. After this completes data blocks with be located both On-
Premises and on the cloud. All restores will come from the On-Premises data block and not induce
any cost. Any attempted modification of files after this idle time will result in access-denied errors.
This is why the job type should be considered in CommVault, more on this later in this section.



e On-Prem Retention Age - After the selected number of days/hours data blocks that have replicated
to the cloud will be removed from On-Premises storage. After this, any data reads, such as restore

or synthetic full backups, will be from the Cloud Provider. This can be slower and induce costs from

the provider.

e Folder Paths - Allows for including or excluding specific paths from cloud tiering replication. Usually,
this feature shouldn’t be needed with CommVault.

¢ File Extensions - Allows for including or excluding specific file types from cloud tiering replication.

Usually, this feature shouldn’t be needed with CommVault.

In most cases, with CommVault, Only Idle time and On-Prem Retention need to be considered.

A Warning: Idle time is especially important to consider with two workflows. Forever Forward

Incremental and forward incremental with Synthetic Full Backups.



Setting up Cloud Tier

Before setting up Cloud Tier it's important to gather some information from your cloud provider. If using
Azure, you will need your Connection String, this can be found on your Azure portal under your blob storage
account. If using AWS, Wasabi, or an S3 Compatible cloud provider you will need your Access Key, Secret
Key, Region, and Endpoint setting (if using a cloud emulator). These can be found on your AWS console or

from your cloud provider.

1 In the QoreStor Ul select the Cloud Tier tab then click the Configure button.

& L admin

Cloud Tier Versio System Statu
6.0.0.670 Healthy

Cloud Tier

&

Cloud Tier has not yet been configured.

Configure

2 For Azure enter your Azure Container name, this will be created automatically in the cloud. Enter your
Connection string from the Azure portal and your passphrase. This passphrase is user-defined and

used to securely encrypt all files written to the cloud provider. Finally, click Configure.

NOTE: Please note the Azure Container name need to be lower case and some symbols are not

allowed. This is a limitation of Azure

Configure Cloud Tier

Azure Blob
? MNeed Help?

blebcontainer

Cloud Tier Encryption




3 For AWS, Wasabi, or S3 compatible enter your S3 bucket name, and this will be created. Enter your

Access Key, Secret Key, Region, and passphrase used to encrypt all data written to the cloud
provider.

NOTE: Please note the S3 Bucket name need to be lower case and some symbols are not allowed.
This is a limitation of S3.

Configure Cloud Tier

AWS 53

2 Need Help?

blebcontainer

Q oefaur @ Custom

Cloud Tier Encryption

4 At this point, Cloud Tier should show as configured and the Cloud Tier tab will be populated with
statistics. The next step will be to Enable the Cloud Tiering Policy on individual containers.

5 Select the Containers tab and find or create a container. Click the “Enable Cloud Tiering Policy”
hyperlink on this container.

A Warning: Once a container is configured as Cloud Tier the only way to remove it would be to delete the

container or contact Support to fully restore all data blocks from the Cloud. This might involve a read cost
from the cloud provider

L3

Containers(1) ersion stem Statt
Containers 6.0.0.670 Healthy

backup

NAS (- CIFS )

i r
Enable Cloud Tiering Policy DefaultGroup




Define the Idle tie before cloud migration and On-Prem Retention Age, and click Enable.

Warning: Please reference the Important Considerations for Cloud Tier with the CommVault section of
this guide before defining idle time and retention age.

Enable Cloud Tiering Policy

Cloud Policy

H days ~

H days

7 The container will not show as having Cloud Tiering Policy enabled. Idle data will now automatically
tier to the cloud provider.



Archive Tier

Important Considerations for Archive Tier
with CommVault

Setting Up Archive Tier

Archive Tier is a feature that allows a QoreStor system to tier deduplicated blocks of files to an AWS
glacier/deep archive via S3 protocol. Once added one or more containers can be added to a policy. How that
policy is configured can determine how long the data is available on-prem in QoreStor, how long it's
available both on-prem and in the archive simultaneously, and finally at what point is it only available in the
cloud. Archive Tier restores are more difficult, careful consideration should be given to how long the data

should be available on-prem before configuring the archive tier.

1. Open the QoreStor Ul, expand the Cloud Storage section, and select the Archive Tier page. Click the
Configure button.

Archive Tier

Cloud Storage

Cloud Tiel
Archive Tier

Archive Tier has not yet been configured.

[ S




2. You will have to provide several bits of information from your AWS account including the access key,
secret, correct region, ARN role, and select an Archive Service Name. The S3 bucket name will
be created and is character limited by the provider. Also please make sure to keep your

passphrase, without this the data is not recoverable in a Disaster Recovery scenario. Finally, click

Configure.

Configure Archive Tier

AWS 33

? Need Help?

o Default . Custom

Archive Tier Encryption

Archive Tier Options

Configure

Setting Up QoreStor as a CommVault Backup Target - a1
Cloud/Archive Tier



3. We need to add an Archive tiering policy to a specific container. Do this by navigating to the
Containers page, selecting the ellipsis in the top right corner of the specific container, and clicking
Enabled Cloud Tiering Policy.

Containers (2
Containers

QSPL-6000-01_CWF-NVBU-RDS wee _ nvstore

[E Details
& Enable Cloud Tiering Policy as (- CIFs )

& Enable Archive Tiering Policy

DefaultGroup £ Edit

@ User Access Control

4. In the next window, we need to define the policy. Idle time before archive migration specifies the
number of hours/days datablocks must be kept idle before being sent to the cloud. The On-Prem
Retention age specifies the number of hours/days files will be kept locally after they are sent to
the archive. Finally, click Enable.

Enable Archive Tiering Policy




Setting up the QoreStor system
cleaner

Performing scheduled disk space reclamation operations are recommended as a method for recovering disk

space from system containers in which files were deleted as a result of deduplication.

The system cleaner runs during idle time. If your workflow does not have a sufficient amount of idle time
daily, then you should consider scheduling the cleaner to force it to run during a scheduled time. If
necessary, you can perform the procedure shown in the following example screenshot to force the cleaner to
run. After all of the backup jobs are set up, the QoreStor system cleaner can be scheduled. The QoreStor
system cleaner should run at least 40 hours per week when backups are not taking place, and generally
after a backup job has been completed. Refer to the QoreStor Series Cleaner Best Practices white paper for

guidance on setting up the cleaner.

1 In the QoreStor system GUI, expand the Local Storage tab then click Cleaner, and finally Edit
Schedule.

€& L admin

Versior
6.0.0.670

2 Define the schedule and click Save Schedule.

Cleaner(Done) System Status

Versior
6.0.0.670 Healthy

1.00 PM - 6.00 PM 1.00 PM - 6:00 PM 4| 1.00 PM- 6:00 PM C 1.00 PM 1:00 PM - 600 PM 1:00 PM - 6.00 PM

Cleaner Processed




3 The new cleaner event is displayed on the Cleaner Tab.

admin

Cleaner (Donge

6.0.0.670 Healthy

Local Storage

Cleaner

1 hour

Cleaner Status Cleaner Processed




Monitoring deduplication,
compression, and performance

After backup jobs have run, the QoreStor system tracks capacity, storage savings, and throughput in the
QoreStor dashboard. This information is valuable in understanding the benefits of the QoreStor software.

NOTE: Deduplication ratios increase over time. It is not uncommon to see a 2-4x reduction (25-50% total

savings) on the initial backup. As additional full backup jobs are completed, the ratios will increase. Backup jobs

with a 12-week retention will average a 15x ratio, in most cases.

L

General Information
6.0.0.670 Healthy

6546GB ' 6542GB '

DEDUPE COMPRESSION

Capacity
Used Capacity - Licensed Capacity * Physical Capacity

System Throughput System Information

Operational Mode

Oracle Linux Server release 7.3 qspl-6300-47 Not Configured

839TB




