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Understanding Foglight for
Container Management

¢ About Foglight for Container Management
e Architecture
e Sizing Your Monitored Environment
= Foglight Management Server Requirements
= Kubernetes Agent Requirements
= Docker Swarm Agent Requirements
e Getting Started
= Prerequisite
= Creating and Activating Agent

= Configuring data collection interval

About Foglight for Container
Management

Containers are a method of operating system virtualization that allow you to run an application and its

dependencies in resource-isolated processes. Foglight® for Container Management simplifies this process by
tracking each container, the resources it consumes, and the remaining compute of the container host, as well as
providing you with the cluster information and pre-configured rules with notifications identifying the problem of your
clusters.
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Architecture

Figure 1. Components of Foglight for Container Management
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Foglight for Container Management consists of three main components:

* Foglight Management Server and Foglight Database Repository — Responsible for managing, alerting,
and viewing the collected data. Both components can be set to run on the same machine or reside on
separate machines.

* Agent Manager — Hosts the monitoring Kubernetes agents.
* Docker Swarm clusters — Manages containerized applications in a clustered environment.

* Kubernetes clusters — Manages containerized applications in a clustered environment.

Sizing Your Monitored Environment

Consider the possibility of a great amount of objects being collected, analyzed, and maintained by the application,
several aspects of the underlying server must be taken into account. The sizing of the supporting clusters and
containers depends on the complexity of the underlying environment. Sufficient processing power and CPU
memory are required to support effective collection, server data handling, and analytics.

i | NOTE: Currently Quest validates the environment with up to 10000 containers. If your environment beyonds
this scale, contact Quest Support.
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Foglight Management Server Requirements

The minimum system requirements of the Foglight Management Server vary from the scale of clusters. The scale
of clusters is determined by running containers.

Table 1. Foglight Management Server requirements

Operating Maximum Foglight Agent Manager
System Containers
JVM Settings # of CPUs JVM Settings # of CPUs

Windows 64-bit 1000 Xms|Xmx=4G 2 Xms|Xmx=4G 2

5000 Xms|Xmx=8G 4 Xms|Xmx=8G 4

10000 Xms|Xmx=12G 6 Xms|Xmx=12G 6
Linux 64-bit 1000 Xms|Xmx=4G 2 Xms|Xmx=4G 2

5000 Xms|Xmx=8G 4 Xms|Xmx=8G 4

10000 Xms|Xmx=12G 6 Xms|Xmx=12G 6

If you are using an embedded Agent Manager, make sure to use the sum resources of both Foglight and Agent
Manager.

Kubernetes Agent Requirements

Kubernetes Agent collects inventory and metrics every 5 minutes by default. Refer to Configuring data collection
interval for details about how to change the collection interval.

Table 2. Kubernetes Agent requirements

. . Kubernetes Agent Collection Interval (minutes)
Maximum Containers

Inventory Metrics
500 5 5
1000 10 10
5000 30 30
10000 60 60

Table 2 is the recommendations for local Kubernetes clusters. If you deploy Kubernetes clusters on the Cloud
Provider Kubernetes Service, consider your network rate and change your configurations based on different Cloud
Provider and different region/zone of your cluster.

Docker Swarm Agent Requirements

Docker Swarm Agent collects inventory and metrics every 5 minutes by default. Refer to Configuring data
collection interval for details about how to change the collection interval.

Table 3. Docker Swarm Agent requirements

. . Docker Swarm Agent Collection Interval (minutes)
Maximum Containers

Inventory Metrics
500 5 5
1000 10 10
5000 30 30

Table 3 is the recommendations for local Docker Swarm clusters. For cloud environment, consider network rate
and change configurations based on different Cloud Provider and different region/zone.
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Getting Started

e Prerequisite
= Kubernetes Agent
o Preparing the Kubernetes credential
= Enabling Heapster service in monitored environment
= Enabling Prometheus service in monitored environment
= Docker Swarm Agent
= Preparing Docker Swarm Agent credentials
= Enabling Docker Remote API for monitored docker host
o Uploading Docker Swarm Agent credentials
* Creating and Activating Agent
= Creating and Activating a Kubernetes Agent
= Creating and Activating a Docker Swarm Agent

» Configuring data collection interval

Prerequisite

Kubernetes Agent

Each Kubernetes Agent monitors the assets inside the selected Kubernetes Service Providers. To enable the data
collection, complete the following prerequisites before create agent.

* Preparing the Kubernetes credential

e Enabling Heapster service in monitored environment

Preparing the Kubernetes credential

The Kubernetes configuration file named KubeConfig is a standard configuration of Kubernetes and is required for
Kubernetes agents to access the cluster. Foglight for Container Management verifies and supports the local
Kubernetes and the following Cloud Kubernetes Service Providers. Based upon your environment, select either of
approaches to get your KubeConfig file:

i | NOTE: Data from different Kubernetes Agents with the same cluster name will be merged into one cluster.

e Local Kubernetes

e Azure Kubernetes Service (AKS)

* Amazon Elastic Container Service for Kubernetes (EKS)
* Google Cloud Platform Container Engine (GKE)

* |IBM Cloud Kubernetes Service

e OpenShift Origin

Local Kubernetes

If you build a Kubernetes cluster locally, find this KubeConfig file under the
/etc/kubernetes/admin.kubeconfig on your master node.
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Azure Kubernetes Service (AKS)
Before generating the Kubernetes credentials, record the following information:
* Azure Username
* Azure Password
e Azure Subscription Number
¢ The name of your AKS Cluster Resource Group
* The name of your AKS cluster

Download the Azure Command Line Interface and install it in your local platform, and then follow steps below to
generate your Kubernetes credential:

1 Runthe command az login.

Then a browser shows up, directing you to the Azure Portal where you should enter your Azure Username
and Password to complete the authentication.

2 Runthe command: az account set --subscription <azure subscription number>
3 Runthe command: az aks get-credentials --resource-group <azure resource group
name> --name <azure cluster name>

4 Find the Kubernetes configuration file under <USER_HOME>/ . kube/config on your local platform.

; | NOTE: The token in this Kubernetes configuration file will get expired after two years. If you don’t

want the credential gets expired, refer to Foglight Container Tools for detail.

Amazon Elastic Container Service for Kubernetes (EKS)

Follow the Amazon EKS offical guide Getting Started with Amazon EKS. Follow the guide and complete Create a
kubeconfig for Amazon EKS. in the end of the guide.

; | NOTE: If you don’t want the credential gets expired, refer to Foglight Container Tools for detail.

Google Cloud Platform Container Engine (GKE)

Download the Google Cloud Client tool and install it in your local platform, and then follow steps below to generate
your Kubernetes credential.

To generate the intermediate Kubernetes credential for your cluster:

1 Log in to your Kubernetes cluster, click Connect next to your cluster name.

Kubernetes clusters EJ CREATE CLUSTER DEPLOY C* REFRESH

& Kubernetes cluster is a managed group of uniform ¥YM instances for running Kubernetes, Learn more

Name ~ Location Cluster size Total cores Total memary Notifications Labels
@  gkedemo  uscentrall-s 2 ¥CPUs 4.00 GB Comnect | W

2 Click to copy the command below, and then run this command.
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Connect to the cluster

Find the intermediate Kubernetes configuration file under <USER _HOME>/ . kube/config on your local
platform. The following is the example of this intermediate Kubernetes configuration file.

NOTE: This Kubernetes configuration file cannot be used as the agent credential because the token
in this file will get expired soon and “cmd-path” of the token directs to your local platform.

2008 hxZ i DICKRFAAWST B JAHBT S0vYK

\Cloud SDK\google-cloud-adk\bintgcloud.cnd

Open Google Cloud Client tool and run the following commands to create a Kubernetes service account
that grants with the cluster-admin role and the access to your Google Kubernetes Engine (GKE) cluster.

a kubectl create serviceaccount <service account name>

b kubectl create clusterrolebinding <cluster role binding name> --clusterrole=cluster-admin -
serviceaccount=default:<service account name>

“default’ in the above command is the namespace name of this service account name. You can also
change to other namespace names, as needed.

¢ kubectl describe serviceaccount <service account name>

You will get the response similar as below. Record the <secret name> for later use.

C=“>kubect]l describe serviceaccount jane—gke—sa
Jane—gke—=sa
default
<none>

<none>
Image pull secrets: <ponexr
Mountable secrets: jane—gke—sa—token—x2nbu
Tokens: jJane—gke—sa—token—xZnbw
Events: <none>

d kubectl describe secret <secret name>

You will get response similar as below. Record the token value (exclude “token:”) for later use.

Foglight for Container Management 7.1.0 User and Administration Guide
Understanding Foglight for Container Management



ions:

11e8-9cli-42018a88)

nxl3a
rSlw

5 Open the intermediate Kubernetes configuration file under <USER_HOME>/ . kube/config, and then add
the user and change the token to the new one.
apiVersion: vl
clusters:

cate-authority-data: LS0tLS1CRU4AJTiBDRVIUSUZJQOFURSOELS0tCkl JSURDekNDOWZIFZO0F3SUIBZ0LRV2T
https://35.1583.204.217
_dulcet-bucksaw-208510_us-centrall-a_jane-gke-demo

- CORCEeXT:

cluster: gke_dulcet-pucksaw-208510 us-centrall-a_jane=-gke-d

gke-3a

: gke_dulcet-bucksaw-2
current-context: gke_dulcet
confi

us-centrall-a_jane-gke-demo

ucksaw-208510_us-centrall-a_jane-gke-demo

users
- name: gke_dulcet-bucksaw-208510 us-centrall-a jane-gke-demo

user:

Tz7ahGzFA_f200EFhxZ)DICKREdAWS yrBoodH

ogle\Cloud SDK\google-cloud-sdk\bin\gecloud.c

name: gep
- name: jane-gke-sa
use.

token: eyJhbGc UzIlNilaln rdWILemS 1dGVz L3N lenZpY ZVhY 2HvdWS0Tiwiall

IBM Cloud Kubernetes Service

If you have created your cluster on IBM Cloud Kubernetes Service, get the access from the console as described
on the cluster’s Access view. You will get a .pem file and a .yml file after you performing the steps.

Foglight for Container Management 7.1.0 User and Administration Guide
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‘, Kube-demo-cluster xpires ina @ Normal

Overview Worker Nodes Worker Pools Services

To gain

Kubernetes vice plug

nload the JBM Cloud CLIL

vad the Kubernetes CLI.

er service plugin.

oud plugin install container-service -r Bluemix

o your IBM Cloud aceount.

cloud login -a htips://fapi.au

By default IBM Cloud Kubernetes Service uses certificate authority file and token/refresh token. However,
certificate authority data and service account token should be used in the Kubernetes Agent credential. After you
successfully test your connection through “kubectl get nodes”, follow the steps below to generate the Kubernetes
Agent credential.

1 Run the command kubectl config view -minify=true -flatten -o json. You will get an output similar as below,
then record the <certificate authority data> for later use.

ew —minify=true —Fflatten —o

o KRAS:

Dl
B4MNH R

UE

2 Run the command kubectl create serviceaccount <service account>.

3 Run the command kubect! describe serviceaccount <service account>. You will get a response similar as
below, then record <service account secret> (in this sample, it is jane-sa-token-xkqrk) for later use.

C:wUzerssjwang? . kube *kubect]l describe serviceaccount jane—sa
jJane—sa
default
<none’>

s: <none’>
Image pull secretz: <nonelX
Mountabhle secrets: Jane—sa—token—xkgrk
Tokensz: Jane—za—token—xkgrk
Eventsa: <none>

Foglight for Container Management 7.1.0 User and Administration Guide
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4 Run the command kubectl describe secret <service account secret>. You will get a response similar as
below, then record <service account token> for later use.

P TT——

nt.n
ount

5 Open the .yml file generated previously, which looks like below.

apiVersion: vl

clusters:
- name: kube-demo-cluster
cluster:
certificate-authority: ca-mel0l-kube-demo-cluster.pem
“server: hitpa://130.198 66.34:30244 )
contexts:
= name: jube-demo-cluster
context:

cluster: kubs-demo-cluster
user: Jane.Wangfquest.com
namespace: defaulc
current-context: kube-demo-cluster
kind: Config
users:
~ name: Jane.Wang@quest.com
user:
auth-provider:
name: cidc
config:
client-id: bx
client-secret:
id-token: eyd:
idp-issuer-url:
refresh-token: J

CIQEIXQWRTESSTdb,_w

6 Change the certificate authority to the data <certificate authority data> of this authority and change the
users section to use <service account token>. Save your changes, and then you will get a credential file
like below. This file will be used as the Kubernetes Agent credential to connect to your IBM cloud
Kubernetes service cluster.

apiVersion: vl

clusters:
- name: kube-demo-cluscer
cluster:
[eer cate-authority-data: LS0TLS1CRUAJIiBORVJIUSUZJQOEURSOELSL

El : hetps://130.198.66.34:30244
CONTEXTS:
- name: kube-demo-cluster
CONTEXT:

cluster: kube-demo-cluster
user: ibmclouduser
namespace: default

current text: kube-demo-cluater
kind: g
users
- pname: ibmclouduser
user:
token: eyIhbEci0iJSUzTINIiTaTnREcCIETpRVETS, ey dpadMi 01 JodNT] cmi
OpenShift Origin

If you could access the file /etc/origin/master/admin. kubeconfig on the master node, download it and
use it as the Kubernetes Agent credential.

If you could not access the file /etc/origin/master/admin.kubeconfig on the master node, follow
instructions below to generate a permanent credential file.

Before generating the permanent Kubernetes credentials, record the following information and ensure you have
granted the privilege for accessing the cluster-wide resources:

¢ OpenShift Username

¢ OpenShift Password

Foglight for Container Management 7.1.0 User and Administration Guide
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Download the OpenShift Command Line Interface and install it in your local platform, and then follow steps below
to generate your Kubernetes credential:

1 Log in to OpenShift and generate an intermediate Kubernetes configuration file.
a After logging in to OpenShift, click Command Line Tools on the upper right.

b Click the button next to the Session token field, copy the command, and then paste it in your local
Command Line Tool. Make sure to find the intermediate Kubernetes configuration file under
<USER HOME>/.kube/config on your local platform.

isgged inco this cansole 8z Whusng. ¥ you wans 1o bog into the CLI uping the same

¢ On your local platform, browse to open this configuration file. You may see the context similar to the
following. Record <config-cluster-name> for later use.

1 apiVersion: wl
2 clusters:
3 - cluster:
. insecure-skip-tls-verify: true
5 server: <cluster-ip-port=
name: <config-cluster-name=
CONLexXts:
- context:

9 cluster: <config-cluster-name=
10 namespace: sproject-names
11 U3er: zconfig-user-names

1 bl name: =config-context-names>

13 current-context: <config-context-name=
14 kind: Config

15 preferences: [}

16 users:

1 - name:! <config-user-names

18 user:

19 token: <access-tokens

2 The token generated in step 1 will be expired after 4 hours, however Foglight for Container Management
needs a permanent Kubernetes credential. So you need to create a service account with “cluster-admin”
role, and then get the authorization code (not expired) of this service account to generate our permanent
Kubernetes credential.

a Runthe command oc project <project-name>.
b Runthe command oc create serviceaccount <service-account-name>.

You can check if your service account has been created successfully using the command:
kubectl get serviceaccounts

¢ Runthe command oc serviceaccounts get-token <service-account-name>. Then you
will get a token <service-account-token> like below. Record this token for later use.

"eyJhbGciOiJSUzI1INiIsInR5cCI6IkpXVCJI9. eydpc3MiOiJrdWJlcm51dGVzL3N1cnZpY2V
hY2Nvdw50Iiwia3ViZXJuZXR1cy5pby9zZXJ2aWN1YWNjb3VudCOuYW11c3BhY2Ui01JkZWZh
dWx0Iiwia3ViZXJuZXR1cy5pby9zZXJ2aWN1YWNGjb3VudC9zZWNyZXQubmFtZSI6Im9zLWFkb
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WluLXRva2VulLWY0a2ZsIiwia3ViZXJuZXR1cy5pby9zZXJ2aWN1YWNjb3VudC9zZXJ2aWN1LW
FjY291bnQubmFtZSI6Im9zLWFkbWluliwia3ViZXJuZXR1cy5pby9zZ2XJ2aWN1YWNFjb3VudC9
zZXJ2aWN1ILWFjY291bnQudWlkIjoiODMzNGUONTQtNzQ1lYyO0xMWU4 LWFmNmEtMDAIMDU2Y Y3
NDFhIiwic3ViIjoic31zdGVtOnNlcnZpY2VhY2NvdAW500mR1ZmF1bHQ6b3MtYWRtaw4ifQ.RW
H AoXy2UlelkHN Bs9IR1x00zNCJ1lwcYOh3zuQnrkOFi8gVpX1177uhAPp701jPgDSWkUANIF
6mP tNAGwJsgRmHYEMOtCLnnIM61BYxICABvwr66a0Z3Gn0D7EM5M 7XgKDC160N3W5NaHODS8
DpVTYqxkQ49u3qt4dgqrcjVCaSsDNW1gGxY4KOIDrUbKkdgaRKzeD904BvIVbYICqyxwoUebku
JACHiXGIcSe-0zS zroPiltT5HW-RYOPn3Fp3zBnydioknaO-mXot5lqoYc—
R6EIU9YSrAOhWm9Q8ipiut 60czXbmLPM4DYveb6dmHi j5FquCghod-QlA7aPw"

d Run the following command to grant your service account with the “cluster-admin” privilege:
kubectl create clusterrolebinding <cluster-role-binding-name> --
clusterrole=cluster-admin --serviceaccount=default:<service-account-
name>.

3 Generate a permanent Kubernetes configuration file and save it under <USER HOME>/. kube/config
file/credential.

a Open and edit the intermediate configuration file.

b Use kubectl to add user credentials, create new context, in the end change the existing contexts to
the ones that you added in step 2.

For example,

kubectl config set-credentials <credential-name> --token=<service-
account-token>

kubectl config set-context <new-context-name> --cluster=<config-cluster-
name> --user=<credential-name> --namespace=<project-name>

kubectl config use-context <new-context-name>

¢ Save the current Kubernetes configuration file.

Enabling Heapster service in monitored environment

There are various approaches to enable Heapster on your Kubernetes cluster. Visit Heapster official website to
determine the approach that you are going to deploy your Heapster service, or you can follow instructions in
https://github.com/foglight/container to deploy your service.

Some of the cloud platform Kubernetes service has enabled Heapster service for the cluster. If you have
connected to the cluster, run the following command to check: kubectl cluster-info

Enabling Prometheus service in monitored environment

There are various approaches to enable Prometheus on your Kubernetes cluster. Visit Prometheus Official
Website to determine the approach that you are going to deploy your Prometheus service. Or you can refer to
configuration management systems, such as helm (https://github.com/helm/charts/tree/master/stable/prometheus)
or ansible (https://github.com/cloudalchemy/ansible-prometheus) to simplify your installation process.

In the Foglight Container Administration dashboard, a simple template is provided for you to deploy Prometheus
service onto your cluster. For more information, see the Deploy/Migrate section in Metrics Collector on page 56.

Docker Swarm Agent

Each Docker Swarm Agent monitors the assets in one docker host. Docker Remote API needs to be enabled for
the Docker Swarm Agent collecting data from the docker host. If TLS is enabled to secure the Docker Remote API,
credential for Docker Swarm Agent needs to be prepared. Complete the following prerequisites before create
agent.

* Preparing Docker Swarm Agent credentials
* Enabling Docker Remote API for monitored docker host
e Uploading Docker Swarm Agent credentials
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Preparing Docker Swarm Agent credentials

If TLS enabled to secure Docker Remote API, then complete the following guide to get the credentials for Docker
Swarm Agent for the docker host. Otherwise, continue with Enabling Docker Remote API for monitored docker
host on page 17

Refer to the official guide to generate the keys. Be aware that, during generating the keys, the Foglight Agent
Manager host address should be in the allow access list.

Docker Swarm Agent needs following credentials, you can get them when you finish the official quide.
+ CAPublic Key (ca.pem in Official quide)
 Client Public Key (cert.pem in official guide)
 Client Private Key (key.pem in official guide)

Enabling Docker Remote API for monitored docker host

Change ExecStart in docker service startup script as below.

Non-TLS secured

ExecStart=/usr/bin/dockerd -H tcp://0.0.0.0:2375 -H
unix:///var/run/docker.sock

i | NOTE: Access should be allowed to the TCP port 2375

TLS secured

If TLS enabled, complete Preparing Docker Swarm Agent credentials on page 17 first, then you will get the
ca.pem, server-cert.pem and server-key.pem mentioned in the official quide.

ExecStart=/usr/bin/dockerd --tlsverify --tlscacert=ca.pem --tlscert=server-
cert.pem --tlskey=server-key.pem -H tcp://0.0.0.0:2375 -H

unix:///var/run/docker.sock

i | NOTE: Access should be allowed to the TCP port 2375
Then restart docker service.

Uploading Docker Swarm Agent credentials

If TLS is enabled to secure Docker Remote API, go through this section to upload the credential for Docker Swarm
Agent. Otherwise, skip this section.

When complete Preparing Docker Swarm Agent credentials on page 17, following credentials should be
generated.

¢ CAPublic Key
¢ Client Public Key
¢ Client Private Key
These are the credentials for Docker Swarm Agent, complete the following steps to upload the credentials.

On the Administration > Credentials > Manage Credentials dashboard, click Add, and then select Docker CA
Public Key or Docker Client Public Key or Docker Client Private Key to upload related credentials. Take Docker CA
Public Key as an example.
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In the Add a New “Docker CA Public Key” Credential dialog box, specify the following values:
¢ Credential Properties: Click Load from file to import Docker CA Public Key, and then click Next.
* Credential Name And Lockbox: Specify a unique name for this credential, and then click Next.

¢ Resource Mapping: Click Add. In the New Resource Mapping Condition dialog box, choose Target Host
Name or Target Host Address for the monitored docker host.

Add A Mew "Docker CA Public Key" Credential Ox

Credential Froperties Resource Mapping

New Resource Mapping Condition Ox

Credential Name And Ly

Mapping conditions are used to relate this Credential to the resources it can be used to access. They can also be used to list the
resources the Credential cannot access. The combination of these conditions tells the system which Credentials can be ussd to
access different resources.

Policies
Usage Docker Credential ~
Access Resources Using  Target Host Nami T,
Equal or Not Equal @ =quals () dg Target Host Name Arcess a resource using the name of the host where it resides.
Matching Type Domain Name - | Target Host Address Access a resource using the IP of the host where it resides.

Evaluate This Condition & [«

Matching Values
(Combined Using Logical @ Add a New D
'OR Operator)

Use the above Ad

the logical "'OR’ operator. I
If choose Target Host Name, then enter the host name of the monitored docker host.

Mew Resource Mapping Condition ax

Mapping conditions are used to relste this Credential to the resources it can be used to access. They can also be usad to list the
resources the Credential cannat access. The combination of these conditions tells the system which Credentials can be used to
access different resources.

Usage Docker Credential -

Arcess Resources Using  Target Host Name -

Equal or Not Equal (® equals () does not equal
Matching Type Domain Name -

Evaluate This Condition @ (¢

m@ﬁgﬂz; Logical (& ~dd a New Domain Name

'OR' Operator) Domain Name «

d
a|d§mf.umu§tmm|' |

If choose Target Host Address, then enter the IP address of the monitored docker host.

New Resource Mapping Condition ox

Mapping conditions are used to relats this Credential to the resources it can be us=d to access, They can also be used to list the
resources the Credential cannot access. The combination of these conditions tells the system which Credentials can be usad to
access different resources.

Usage Docker Credential -

Access Resources Using  Target Host Addrsss -

Egual or Not Equal @) equals () does not equal
Matching Type Exact Match (Case Sensitive) +

Evaluate This Condition @ [«

e e
(Combined Using Logical (&) Add a New IP Address| )
'OR’ Operator) / IP Address a

e
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Click Add to finish editing New Resource Mapping Condition and back to Resource Mapping. And then
click Finish.

The Docker CA Public Key has been uploaded and mapped to the docker host. To monitor this docker host,
upload Docker Client Public Key and Docker Client Private Key by following the above steps.

Creating and Activating Agent

Foglight for Container Management supports Kubernetes Agent and Docker Swarm Agent.
* Creating and Activating a Kubernetes Agent

* Creating and Activating a Docker Swarm Agent

Creating and Activating a Kubernetes Agent

To create a Kubernetes agent on a monitored host:
1 Log in to the Foglight browser interface and make sure the left Navigation panel is open.

2 On the navigation panel, from Standard View click Container Environment or from Expert View click
Dashboards > Container. Then the Container dashboard will display as below.

Container Enviranment @ Manday, Novermber

2020 4:15:36 PM - 5:15:36 PM 60 minutes v | [5] Reports v

o5 ‘Swarm (Previen) Analytics ¥

Monitoring Configurations Storage Load Balancer ~ Alarms  Administration
- o = =
B 2 |& 7| @& 19 80

Clusters Nodes ‘Workloads Pods

‘ ‘ a ilo| | i o |8 i o

Kubemetes Clusters Quick View

Kubernetes Clusters Kubernetes Clusters Summary [ 4% View Topology | [ =) Explore
= | Events

© containeraksinew2

=, Event Sources Name Count
) containereks kubelet 3
H
1
0
1805 1020 1825 1830 1895 1040 1045 1060 1985 1700 1705 1740 1715
Resource Utilizations
Top Cpu Utilization by lode Top Memery Utilization by Node
8 — 2%
— — — — - Jex 1%
0 o
1620 1825 1830 1835 1840 1645 1850 1855 1700 1705 1710 1715 1820 1625 1830 1635 1840 1645 1850 1856 1700 1705 1740 (715
Name Usagew Name Usage~
] : -2.compute.internal 4.4 % = ip- ~east-2. compute.ntemal 74%
| 0 o st £ compute. intemal 59% = ip us-east-2.compute internal 254%
Top Network Transfer (Bytes) Rate by llode (2] Top Disk 10 Load by Node
_ — w0 1
28
0 0
1620 1025 1690 1035 1640 1646 1050 105 1700 1705 1700 1715 1020 1025 1090 1635 1640 1645 100 1855 1700 1705 1740 (7315
Name Usage v Name Usage ~
W ip-03. 348 307 233 sn-east-2.compute.internal 38.3K8/s m | ip-192 160.90.22 s sast-2, compute. intemal [vme2n1 0.0¢fs
= ip ast-2,compute.ntemal 14.1K8/s m it ast-2.computeintemal [nvme 1 0.0ds
= ip-1 ast-2.compute.intemal lnvmedn1 0.0¢fs
m it -east-2.compute.internal vmetin1 00ds
Summary
Name containereks Version 115
Pods n Nodes 2
Deployments 1 Stateful Sets 0
Jobs 0 Daemon Sets 3
Cron Jobs 0 Replication Controllers 0
Status Normal

3 In the Container dashboard, click Administration tab, and then click Create Agent. The Create Docker
Agent wizard opens.
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Kubernetes

Swarm (Preview)

|Kuh ernetes

-]

Monitoring | Configurations | Storage || Load Balancer | Alarms ||| Administration

6 Heapster metrics collector is marked as Deprecated. Support for Heapster metrics collector will be removed in the future releases. Users are
encouraged to switch to the new Prometheus metrics collector.

Tasks:

Create Agent

&=

Remove Prometheus

Agents
© Add 2 Refresh Activate = Deactivate [ Start Data Collection [ Stop Data Collection =) Delete " Update Agent
Agent Name « Foglight Agent Manager Host Active  Data Collection Alarms Download Log ~ Agent Version

L o o -] [FEL
4 o o - [“]
[ o o 4 ]
[ o o ) 7]
L o o -] Q
4 o o - [“]

4 Agent Manager: specify the following values, and then click Next.

Create Docker Agent
*  Agent Manager
Agent Properties
Credential
Metrics Collector

Summary

Agent Manager

Select the agent manager, enter the cluster name and agent name.

Type
Prometheus
Heapster

Prometheus
Prometheus
Prometheus

Heapster

Agent Manager fms02 ¥
Cluster Name kubernetscluster]
Agent Name Monitor@kubemetscluster

Analytics ¥

search P~

Metrics Collector

Status Migrate  Deploy
@ Healthy £ P
(@ Healthy >
@ Healthy
& Healthy
@ Healthy
@ Healthy [

Properties

ENE NN

= Agent Manager. The Kubernetes Agent will be create in the selected Agent Manager.

= Cluster Name: Customized cluster name which identifies a Kubernetes cluster.

= Agent Name: Auto-generated agent name. You can change the name according to your
requirement. It should be a unique name.

5 Agent Properties

| Create Docker Agent
« Agent Manager
» Agent Properties
Credential
Metrics Collector

Summary

Agent Properties

Kubernetes API Service End Point

Collected

Enable Proxy

Proxy Server Port

Collector Configuration

Ml et et et SlIL bl | @

ABNORMAL ¥

HTTP ¥
B

defaultschedule ¥

@ eoe Q@@

Wiew ...

= Kubernetes API Service End Point. The formatis: http (s) : //<url:port>. If you have a
Kubeconfig file, retrieve this endpoint from the file (path: clusters -> cluster -> server). If there are
multiple clusters, find the current context related cluster server URL.

= Collected Event Level: Set the collected event level, including ABNORMAL and ALL. ALL will collect
both abnormal and normal events while Abnormal only collects abnormal events.
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= Enable Proxy: To enable the proxy, select the checkbox. Enter the Proxy Server Address and Proxy
Server Port information.

Collector Configuration: Used to configure collection interval for inventory and metrics. You can

change the collector intervals of defaultSchedule, however, this will affect all the Kubernetes

Agents. Or you can create a new scheduler, configure the collector intervals, and then assign this
scheduler to this agent.

Collector intervals to configure:

o

o

6 Credential

inventory interval (inventory data collection interval).

metrics interval (performance metrics data collection interval).

= If no credentials were found for the provided resource, configure credentials:

o

o

Credential Properties: Click Load from file to upload the credential and click Next.

Create Docker Agent

« Mgent Manager Credential Properties

+ Agent Properties Enter the properties for this credential.

/b, The user configured in this kubeconfig file should have duster-admin role. Otherwise, collection vill fail.

» Credential Properties
*fou can load the kube config from your file or copy and paste it to the text area.

@ Credential Name and Lockbox Kube Config [ Load from file

2 Metrics Collector apiVersion: v1 P
dusters:
o Summary - cluster:

certificate-authority-data:
LS0tLS1CRUITIBDRVIUSUZIGOFURSOHLS0RCk1ISUVSRENDQXIDZ0F35UIBZ0I5QUxa
MnFOOFUSTFp4MnZvZnFeNmNGLLI3RFFZSkivWklodmNOQVFFTEIRQXCKRFRFTELBa
0dBMWVFQXhNQ1kyRXdIaGNOTVRneE IERTVHRGMWTORVMFdoY0SHakF4TURFNELE
YzBPRFUW\2pBTgpNUXN3Q1FZRFZRUURFd0pqWVRDQOFpSXAEUVIKS29a5Wh2 Y058
UUVCQIFBRGdnSYBBRENDQWdvQ2dnSUIBTGh6CNR1ek1tUVpIMWEZmx5CTQzR1BE
MXZ2ZOhIODYZTIdQUUItHRTZUWEkzeFF4SWIgZFI 1 K2 WG dvQW13eDRLNOQKeSs1d
EZwRzhw TkNNM1hWIpShEZnReFrdnpkZkFCdHIaYZRRT21ZWUY3MIBZeGESS3BIaTY L
bnAXZGROU2QOMQoDM1NTcGU3RFBEEWNFcmx YN3dIavdWe2pneminOXVIZnksVFla
eTBGOXIPRZNmalhMVHEwNKS0eWVIR1IBRpvCaMAY0xZaTdwVFIuUmRTWDIFejRH
MzRsZHhsejVoSzhFaBxl Q21 TlipckZyMihpSGRTERWeTZTY21ja2ttcFAKTUHVKRY VW
HaXh1dkRpQ 1kt WxEWGIpUFBIYk1vdIF4WhN3KzdyRmRIWTZOMUSUMXhZTmFsUV ~

Credential Name and Lockbox: give a name for the credential, choose a lockbox, then click
Next.

Create Docker Agent

v Agent Manager Credential Name and Lockbox

w Agent Properties These properties identify the credential on the Management Server.

Please provide a unigue name to identify this credential.

v Credential Properties \ubeconfig

» Credential Name and Lockbox A Lockbox contains a collection of encrypted credentials and the keys used for their encryption and decryption.

©  Metrics Collector Lockhox & Password Required

@ System No
o Summary

= If an existing credential is detected, go to Metrics Collector directly.
7 Metrics Collector

Currently both Prometheus metrics collector and Heapster metric collector are supported. However, users
are encouraged to use the Prometheus metrics collector.

Create Docker Agent x
« Agent Manager Metrics Collector
+ Agent Properties @ Heapster metrics collector is marked as Deprecated. Support for Heapster metrics collector will be removed in the future
releases, Users are encouraged to switch to the new Prometheus metrics collector,
+ Credential
) Select Metrics Collector
o Fonehes
5 Smrm Heapster
Foglight for Container Management 7.1.0 User and Administration Guide 21

Understanding Foglight for Container Management



Prometheus metrics collector

Create Docker Agent

~ Agent Manager Prometheus Configuration Mode
~ Agent Properties

€ Your prometheus required to meet the following prerequisites:
+ Credential

1. Prometheus services type: Cluster IP.

»  Metrics Collector 2. Exporter needed:

2.1 Node - exporter:0.16.0+
» Prometheus Configuration Mode 2.2 Kube - state - metrics
o Prometheus Configuration Do you have prometheus in your cluster?
@ Yes, 1 have.
o Summary () Mo, 1 have not.

If you have no prometheus in your Cluster, we will provide a template for you te deploy one on the next step.

Prometheus Type

"Default” type allows Agent to use KubeConfig credentials to access the Prometheus service. "Openshift
Prometheus” type, you need to provide Openshift Route Hostname, Username and Password for Agent to
access the target OpenShift Prometheus.

(@ Default

(O) @penshift Prometheus

Have existing Prometheus in your cluster.

i | NOTE: Ensure that you have Prometheus in your cluster before this step. We will check the

service existence and health status after you click Next.

o Select Prometheus Type.

Default type: allows Agent to use KubeConfig credentials to access the Prometheus

service. Enter the existing Prometheus service namespace and name to configure
the metrics collector.

Create Docker Agent

v Agent Manager Prometheus Configuration
« Agent Properties Please enter prometheus service information.
~ Credential Mamespace

‘ku be-system

|e
» Metrics Collector Name |prometheus-server |e
+ Prometheus Configuration Mode

»  Prometheus Configuration

©  Summary

OpenShift Prometheus type: you need to provide OpenShift Route Hostname,
Username, and Password for Agent to access the target OpenShift Prometheus.

Create Docker Agent x
~ Agent Manager Prometheus Configuration
~ Agent Properties ﬁ

Openshift Prometheus uses Route Hostname to access the GpenShift OAuth secured Prometheus. You need to provide
Openshift Route Hostname, Username and Password for Agant to access the target Openshift Prometheus.

Route Hostname [ty pronaonie & s it Bl o it |
» Metrics Collector -

~ Credential

a

Openshift Usermame [ apenshife | )

~ Prometheus Configuration Mode Oenshit P [oemeen | °
» Prometheus Configuration

o Summary

; | NOTE: To find the Route Hostname, go to the OPENSHIFT ORIGIN dashboard, Application
> Routes.

Your OpenShift Login User should have the privilege to access to the Prometheus.

Do not have existing Prometheus in your cluster.
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A Prometheus Configuration wizard will appear. To configure the metrics collector, either use the

default Prometheus template or upload your own Prometheus deployment .yml files through Load
from files.

i | NOTE: Whenever you change the content in Configure file (template), ensure that the
Namespace and Name fields are consistent with the Prometheus service configurations in
your Configure file (template).

If you are using the default template, there is no need to change anything.
For a full version of the default template, see

https://github.com/Foglight/Container/tree/master/prometheus

Create Docker Agent

+ Agent Manager Prometheus Configuration

v Agent Properties Please edit the prometheus configuration file. If you have your own prometheus configuration files, load the files from local
filesystem. Ensure that the namespace and the name of the Prometheus service are consistent with those in the configuration

v Credential files you edited or loaded. And then dick Deploy to deploy prometheus.

v Prometheus Configuration Mode

» Prometheus Configuration

apiVersion: rbac.authorization.k8s.io/vl
kind: ClusterRoleBinding
metadata:
labels:
app: prometheus

compenent: server
Summary name: prometheus-server
roleRef:
apiGroup: rbac.authorization.kBs.io
kind: ClusterRole
name: prometheus-server
subjects:
- kind: ServiceAccount
name: prometheus-server
namespace: kube-system

apiVersion: rbac.authorization.k8s.io/vl
kind: ClusterRoleBinding
metadata:
labels:
app: prometheus
component: kube-state-metrics
name: prometheus-kube-state-metrics
roleRef:
apiGroup: rbac.authorization.kBs.io
kind: ClusterRole
name: prometheus-kube-state-metrics
subjects:
- kind: ServiceAccount
name: prometheus-kube-state-metrics P
Load from files
Namespace kube-system ]
Hame prometheus-server a

> Deploy | & Reset from template

Reset from template: Helps you to reset the Configure file (template) content to the default
template.

Deploy: Creates Prometheus components to your cluster with the Configure file.
After clicking Deploy, a progress message will be displayed.

o

If deployed successfully, a succeeded message will be displayed. Close the Validation
Result page and then click Next to finish your agent creation process.

If failed to deploy the Prometheus configuration, a Validation Result page will be displayed
with possible solutions.

Heapster metric collector

Enter the existing Heapster service namespace and name to configure the metrics collector.

; | IMPORTANT: Deploy the Heapster service to your cluster manually before creating an agent with

Heapster as metric collector. Otherwise, connection test to your Heapster service will fail, and you
cannot proceed to the next step.
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Create Docker Agent

~ Agent Manager
~ Agent Properties

~ Credential

» Heapster Configuration Card

Summary

8 Summary: click Finish.

Create Docker Agent

~ Agent Manager
v Agent Properties
+ Credential

+ Metrics Collector

Heapster Configuration Card

Please enter Heapster service information.

Mamespace kube-system

Summary

Agent Manager
Cluster
Agent Name

Kubernetes API Service End Point

Prometheus Type
Route Hostname
Openshift Username
OpenShift Password
Collected Event Level
Enable Proxy

Proxy Type

Proxy Server Address
Proxy Server Port
Collector Configuration

Credential

Lockbox

New or Existing Credential
Lockbox Password

'3
openshiftcluster
Manitor@openshiftcluster

hitp://a " . ]
Openshift Prometheus

https://j

openshift

rs—

ABNORMAL

false

HTTP

defaultSchedule

I
System
New
The Lockbox is not a password secured Lockbox.

er.local

9 Then, the agent will be created and activated automatically.

Creating and Activating a Docker Swarm Agent

Each Docker Swarm Agent monitored one docker host. If the docker host belongs to a Docker Swarm cluster, it
will be considered as a manager/worker node. Otherwise, it will be considered to be a standalone docker host.

; | NOTE: For a Docker Swarm cluster, you should create one Docker Swarm Agent for one host in the

cluster, and if you want to monitor the whole cluster environment, you need to create all the Docker
Swarm Agents for all the hosts in the cluster.

To create a Docker Swarm agent on a monitored host:

1
2

Login in to the Foglight browser interface and make sure the left navigation panel is open.

On the navigation panel, under Dashboards, click Administration > Agents > Agent Status.
The Agent Status dashboard opens.

In the Agent Status dashboard, click Create Agent.

The Create Agent wizard opens.

Host Selector. Select the monitored host that you want to monitor with the Docker Swarm agent instance
that you are about to create, and then click Next.

; | NOTE: In order to select the host, the Foglight Agent Manager must be installed and running on the
monitored host.

Agent Type and Instance Name: Specify the following values, and then click Next.

= Agent Type: Select DockerSwarmAgent from the agent type list.
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= Agent Name: Specify the name of the agent instance that you are about to create using either of the
following approaches:

o Generic Name: This option is selected by default. A generic name is a combination of the
host name and the agent type and uses the following syntax: agent type@host name.

o Specify Name: Type that name in the Name field. For example, MyAgent.
6 On the Summary page, review the choices you have made, and then click Finish.
The Agents table refreshes automatically, showing the new Docker Swarm Agent.

7 On the Agents table, select the Docker Swarm Agent that you create, click Edit Properties, and then click
Modify the private properties for this agent.

8 In the Agents properties view, check if the following values have been configured based upon your
environment:

T Agent Stawus > Edit Properties & Tuesday, April 23, 2015 12:43 PM - 4:43 PM 4 hours - S Reports -
MName Host Type Tags

testagent DockerSwarmAgent

This agent is currently using properties for DockerSwarmagent agents.
Qa Modify properties for this agent only.
Qa Modify the properties for all DockerSwarmagent agents.

Configuration
MName docker
Host Name localhost
Docker Remote APT End Point
Swiarm
Swarm Name default
Data Collection Scheduler

Collector Config defaultschedule Edit || Clone || Delete

= Name: give a name to the monitored docker host, it should be unique.
= Host Name: IP address or host name of the monitored docker host.

= Docker Remote API End Point. Docker Remote APl endpoint of the monitored docker host. For
more information, see Enabling Docker Remote API for monitored docker host on page 17.

= Swarm Name: specify the swarm cluster name for display. If the swarm name is kept as “default”,
then the cluster name will be displayed as “default (cluster ID)” on the dashboard. If a customized
name is input here, then the customized cluster name will be displayed on the dashboard.

; | NOTE: Ensure that the docker host inside the same cluster has the same configuration for Swarm
Name.

9 Return back to the Agents table, select the above property changed Docker Swarm Agent, and then click
Activate.

The new Docker Swarm Agent is created and data will be shown on the Monitoring tab after a few
minutes.

Configuring data collection interval

The default data collection interval of agents is set to 5 minutes by default. Foglight for Container Management
enables you to change this collection interval as needed.

; | NOTE: Changing the data collection interval will take effect for all Kubernetes agents and Docker Swarm

agents.

To configure the data collection interval:

1 On the navigation panel, under Dashboards, select Administration > Agents > Agent Status.
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On the Agent Status dashboard, select the Kubernetes agent that you use to monitoring the container
environment, and then click Edit Properties.

In the Edit Properties dashboard, click Edit next to the Collector Config field.

In the KubernetesAgent or DockerSwarmAgent Collector Config dialog box, change the following values,
as needed:

= Inventory Collector: Specifies the interval for collecting components.
= Metrics Collector. Specifies the interval for collecting metrics.
Click Save.
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2

Using Foglight for Container
Management

Kubernetes
= Monitoring Kubernetes Clusters
= Monitoring Kubernetes Nodes
= Monitoring Kubernetes Workloads
= Monitoring Kubernetes Pods
= Monitoring Kubernetes Other Components
= Alarms
= Capacity Management
= Cost
= Optimizer
= Administration
Docker Swarm
= Monitoring Docker Containers
= Monitoring Docker Hosts
= Monitoring Docker Swarm Clusters
= Monitoring Docker Swarm Services
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Kubernetes

Monitoring Kubernetes Clusters

Kubernetes cluster is a group of kubernetes resources. There are two kinds of nodes inside a cluster, Kubernetes
master and Kubernetes nodes. Kubernetes master is responsible for maintaining the desired state of your cluster
which Kubernetes node is responsible to run your application and cloud workflows.The Kubernetes Cluster Quick
View, which appears after clicking Monitoring > Clusters, shows the data collected about the selected clusters
and namespaces. This view consists of the following two panes:

* The Kubernetes Clusters tree view, which appears on the left of Kubernetes Clusters Quick View, lists the
clusters existing in the monitored Kubernetes environment.

e The Kubernetes Clusters Summary view, which appears on the right after you select an individual cluster in
the Kubernetes Clusters tree view.

Kubernetes Clusters Summary view

The Kubernetes Clusters Summary view appears on the right when you select a node in the Kubernetes
Clusters tree view.

Figure 2. Kubernetes Clusters Summary view
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The Kubernetes Clusters Summary view displays the following data:
e Events: The events occur on the selected Kubernetes cluster over a selected period of time, which
includes:
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= The column chart on the left: Shows the timeline of the occurred events, which indicates at what
time and how many events have occurred.

= The pie chart on the right- Event Sources: Shows the events distribution for different event source.

e Resource Utilizations: The resource utilization for the selected Kubernetes cluster over a selected period of
time, which includes the following:

= Top CPU Utilization by Node: shows the nodes that CPU Utilization are top N highest.
= Top Memory Utilization by Node: shows the nodes that Memory Utilization are top N highest.

= Top Network Transfer (Bytes) Rate by Node: shows the nodes that Network Transfer (Bytes) Rate
are top N highest.

= Top Disk I/O Load by Node: shows the nodes that Disk I/O Load are top N highest.

. Q; The icon indicates this metrics is collected by Prometheus metrics collector.

e Summary: Displays the detailed information about the selected Kubernetes cluster, including Name,
Version, Pods, Nodes, Deployments, Stateful Sets, Jobs, and Replica Sets.

Click Explore on the upper right of the Kubernetes Clusters Summary view to open the Cluster Explorer view,
which shows more detailed information about this Kubernetes cluster.

Click View Topology on the upper right of the Kubernetes Clusters Summary view to open the Cluster Topology
view, which shows the topology graph from the application accessible aspect.
Cluster Explorer view

The Cluster Explorer view opens when you click Explore in the Kubernetes Clusters Summary view, which
includes the following tabs:

* Metrics tab: The Metrics tab displays a Metric Selector allowing you to choose the metrics to be plotted on
this dashboard. Charts of CPU Usage and Memory Usage are presented by default.

Figure 3. Kubernetes Clusters Explorer view Metrics tab
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e Events tab: The Events tab shows a Heat Map of the events occur in this cluster. Heat maps will be
refreshed automatically when you change either of the following fields:

= Topology Type: Indicates the Kubernetes components on which the event occurs, including Pod,
Node, and Service.

= Namespace: Use the namespaces to filter the events.
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= Type: Indicates the severity of the event, including warning and normal.

NOTE: The color in the heatmap indicates the severity of component alarms.
Green: indicates normal. Yellow: indicates warning. Orange: indicates critical. Red: indicates fatal.

Figure 4. Kubernetes Clusters Explorer view Events tab
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Cluster Topology view

Figure 5. Kubernetes Clusters Topology view

T Contziner Environment * Cluster Topology View: ekscluster @+ Monday, Movember 25, 2019 9:48:27 AM - 10:48:27 AM &0 minutes [l Reports -

Selected Namespace: kube-system A

Y=
| SErvice: prometh L@ prometheus-node-exporter
| |exporter
Type ClusterIP Selector component:node-exporter
app:prometheus
External Name External IP(s)
Cluster IP Load Balancer IP
I g1 * Poris
- eeth Protocol Port Node Port =
» Service: prom
| state-metrics e 9,100
(%]
» Service: metrics- ~ Addresses

IP Address  Hostname Node Name Pod

> i

" | prometheus-node-exg
prometheus-node-exy

prometheus-node-exy

(]

» Service: kube-dns Pod: cesmsiive T P g

m

[%]

Service: kibana-logging Pod: i
- _b
7444

The topology view visualizes the relationships between the objects from the pods accessible aspect in your
environment through an interactive dependency map. The map illustrates how different components relate to each
other, and the levels of the available resources available to them. Click on Pod, another sub topology view will
popup to show the relationship from pods controller to storage for the selected Pod. Click other components or
click the Pod inside the sub topology view, an information view will popup to show alarms, basic information, some
metrics. From the information popup view of Pod, Node, and Cluster, click the Explore button will navigate to the
explorer view of the selected Pod/Node/Cluster.

The NAVIGATOR in the bottom-right corner allows you to easily set the zoom level by dragging the slider into the
appropriate position.

Monitoring Kubernetes Nodes

A node, previously known as a minion, is a worker machine in Kubernetes. A node may be a VM or physical
machine, depending on the cluster. Each node has the services necessary to run pods and is managed by the
master components. The Kubernetes Nodes Quick View, which appears after clicking Monitoring > Nodes,
shows the data collected about the selected clusters and namespaces. This view consists of the following two
panes:
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* The Kubernetes Nodes tree view, which appears on the left of Kubernetes Nodes Quick View, lists the
nodes existing in the monitored Kubernetes environment.

¢ The Kubernetes Nodes Summary view, which appears on the right after you select an individual node in
the Kubernetes Nodes tree view.

Kubernetes Nodes Summary view

The Kubernetes Nodes Summary view appears on the right when you select a node in the Kubernetes Nodes
tree view.

Figure 6. Kubernetes Nodes Summary view
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The Kubernetes Nodes Summary view displays the following data:

* Resource Entitlement: The resource allocation for the selected Kubernetes node over a selected period of
time, which includes the following:

= CPU Allocatable: Shows the current allocatable CPU resources of this node.

= Memory Allocatable: Shows the current allocatable Memory resources of this node.

= CPU Request and Limit: Shows the trend of CPU request, limit, and capacity of this node.

= Memory Request and Limit. Shows the trend of Memory request, limit, and capacity of this node.

* Resource Utilizations: The resource utilization for the selected Kubernetes node over a selected period of
time, which includes the following:

= CPU Utilization: shows the percentage of CPU usage divide CPU capacity.
CPU Usage: shows the usage, request, and limit of CPU.

= Memory Utilization: shows the percentage of Memory usage divide Memory capacity.
Memory Usage: shows the usage, request and limit of Memory.

= Total Network I/O: shows the sending, receiving, and transferring rate in byte/s, aggregated from all
interfaces.
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= Filesystem Utilization: shows the filesystem utilization.
Filesystem Inodes Usage: shows the inodes usage and total inodes.

= Total Disk I/O Load: shows the number of IOs in progress per second, aggregated from all disk
devices.

= Total Disk I/O Latency: shows the read and write latency in percentage.

- Q: The icon indicates this metrics is collected by Prometheus metrics collector.

* Summary: Displays the detailed information about the selected Kubernetes node, including Name, Pod
CIDR, OS, Architecture, OS Image, Address, Capacity, Allocatable, and Status.

Click Explore on the upper right of the Kubernetes Nodes Summary view to open the Nodes Explorer view,
which shows more detailed information about this Kubernetes node.

Figure 7. Kubernetes Nodes Summary view for VMware
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e Explore to VMware VM: Click the button to open the VMware Explorer view, which is the same view from
VMware cartridge. The Explore to xx button varies from the cartridge that is monitoring the machines.
Currently, the supported cartridges include: VMware, Infrastructure, AWS, and Azure.

Nodes Explorer view

The Nodes Explorer view opens when you click Explore in the Kubernetes Nodes Summary view, which includes
the following tabs:

* General tab: The General tab displays the overall information of the selected Kubernetes node over a
selected period of time, including the Summary and Resource Information table and the Pods table. For
more information, see Node metrics on page 77.
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Figure 8. Kubernetes Nodes Explorer view General Tab
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Metrics tab: The Metrics tab displays a Metric Selector allowing you to choose the metrics to be plotted on
this dashboard. Charts of CPU Usage, Utilization, Memory Usage, and Network I/O are presented by

default.

Figure 9. Kubernetes Nodes Explorer view Metrics Tab
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» Events tab: The Events tab lists all the events occur on the nodes.
= Name: name of the event.
= Type: type of the event, Warning or Normal.
= Namespace: namespace of where this event happens.
= Kind: type of the Kubernetes component on which this event occurs.
= Involved Object: name of the Kubernetes component on which this event occurs.
= Source: where this event has been triggered from.
= Reason: reason of this event.

= Message: detailed message of this event.
Figure 10. Kubernetes Nodes Explorer view Events tab
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Monitoring Kubernetes Workloads

Kubernetes workload is a group of Kubernetes resources. It includes the following Kubernetes resources types:
deployment, daemon set, stateful set, replica set, replication controller, cron job, job, and pod. The Kubernetes
Workloads Quick View, which appears after clicking Monitoring > Workloads, shows the data collected about the
selected clusters and namespaces. This view consists of the following two panes:

e The Kubernetes Workloads tree view, which appears on the left of Kubernetes Workloads Quick View,
lists the workloads existing in the monitored Kubernetes environment. The menu level differs from different
workload types, following are some examples of the menu levels:

= Cluster -> Namespace -> Deployment -> Replica Set -> Pod
= Cluster -> Namespace -> Cron Job -> Job -> Pod

= Cluster -> Namespace -> Daemon Set -> Job -> Pod

= Cluster -> Namespace -> Stateful Set -> Pod

* The Kubernetes Pods Summary view, which appears on the right after you select an individual pod in the
Kubernetes Workloads tree view.

Kubernetes Workloads Summary view

The Kubernetes Workloads Summary view appears on the right when you select a workload in the Kubernetes
Workloads tree view.
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Figure 11. Kubernetes Workloads Summary view
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The Kubernetes Workloads Summary view displays the following data:

; | NOTE: If the selected workload type is a Pod, the metrics values are from the Pod. If the selected workload
type is other than a Pod, then the metrics values are the aggregated values from all the related pods of the
current workload (e.g. Deployment, Daemon Set, and so on).

e Resource Utilizations: The resource utilization for the selected Kubernetes Workloads over a selected
period of time, which includes the following:

= CPU Utilization: The CPU utilization is calculated as the percentage of CPU usage rate and limit,
and it will be unset or blank if the CPU limit is not configured.

CPU Usage: A comparison of per-second usage, request, and limit.

= Memory Utilization: The Memory utilization is calculated as the percentage of memory usage and
limit, and it will be unset or blank if the memory limit is not configured.

Memory Usage: A comparison of usage, request, and limit.
= Total Network I/O (Bytes Rate): transferring, sending, and receiving rate in bytes.
= Filesystem Utilization: temporary filesystem utilization.

Filesystem Usage: temporary filesystem reading or writing rate in bytes.

e Summary: Displays the detailed information about the selected Kubernetes workload. The listed
information might vary from different types of workload.

e Alarms: Displays the alarms aggregated from the pod and the current workload related to the pod.

Click Explore on the upper right of the Kubernetes Workloads Summary view to open the Workloads Explorer
view, which shows more detailed information about this Kubernetes workload.

Workloads Explorer view

The Workloads Explorer view opens when you click Explore in the Kubernetes Workloads Summary view, which
includes the following tabs:

* Metrics tab: The Metrics tab displays a Metric Selector allowing you to choose the metrics to be plotted on
this dashboard. Charts of Utilization, CPU Usage and Quota, Memory Usage and Quota, Total Network I/O,
Total Filesystem Usage, and Filesystem Utilization by Device are presented by default.

i | NOTE: If the current workload is a Pod, then the metrics values are from the Pod. Otherwise, the
metrics values come from aggregated values of the related pods of this workload (e.g. Deployment,
Daemon Set).
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Figure 12. Kubernetes Workloads Explorer view Metrics Tab
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* Events tab: The Event tab lists all the events occur on the workloads. It will not aggregate the alarms from
other related workloads.

= Name: name of the event.

= Type: type of the event, Warning or Normal.

= Namespace: namespace of where this event happens.

= Involved Object: name of the Kubernetes component on which this event occurs.
= Source: where this event has been triggered from.

= Reason: reason of this event.

= Message: detailed message of this event.

Figure 13. Kubernetes Workloads Explorer view Events tab
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» Configuration tab: The Configuration tab displays the overall information of the selected Kubernetes
Workload over a selected period of time. It includes the following tables:

= Summary: Summary information of this workload.

= Pod Configuration: Pod related configuration. If the current workload is a pod, it displays the
configuration of the pod. Otherwise, it displays the pod template information of the current workload
to create related pods.

= Container Configuration: Including containers configurations and Init-containers configurations. If
the current workload is a pod, it displays the configuration of the pod containers. Otherwise, it
displays the container template of the pod containers created by this workload.

= Click @ to see detailed information on this item.

Figure 14. Kubernetes Workloads Explorer view Configuration Tab

Enveorment > Kubsmetes Workload: wordpress- i s e Thurscay, October

Kubernetes Pod: wordpress-

Metrics  Events  Configuration  Containers
Summary -
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Cluster containereks ¥ Fo
Labels app=nordpress pod-template-hash =S EEET tier=frontend  Annotations kubemetes.ofpsp=cks privileged
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Pod Configuration -
Node Selector o
Scheduler defauit-scheduler Affinity [
Restart Policy Alvays Tmage Pull Secret
DN Policy Custerirst DNS Config 2
Host Network Host PID
Host Aliases Host IPC
Hostname Tolerations Taint: node kubernetesojnot:ready Exists, Effect=oExecute, Toleration Seconds=300
Taint: A
Priority Class Priority 0
Preemption Policy Restart Policy Aviays
Runtime Class Name
Security Context o
o
~ | Summary
Name viordpress
Image viordpress:4.8-agache Image Pull Policy IiotPresent
Command rgs
Environment Variables Environment Froms
Working Directory v
stdin Termination Message  policy=File
path= iy
Ports viordpress > TCP/g0 Security Context
Lifecycle
Resources
Requests
pu Som memory 200
Limits
pu 100m memory 1004
Volume Devices and Hounts &

* Pods tab: The Pods tab displays the related Pods of the workload. This tab is not displayed if the workload
type is a Pod.

Click the Pod name or the & button will navigate to the related Pod explorer view.

Figure 15. Kubernetes Workloads Explorer view Pods Tab

T Contziner Environment > Kuberetes Workload: G+ Wadnesday, September 9, 2020 1:14:21 PM - Now €0 minutes [ Reports
Alarms Severity ~ Fatal  Critical  Warning:3
. 9 Alarms Count 1
_\ Kubernetes Deployment: -

Metrics | Events | Configuration | Pods

Pods -
Search P~ &=
Alarm Status CPU Usage Rate Memory Usage « Filesystem Usage  Cluster Node Namespace Containers Init Containers Explore
A Running — 0.4 millicore(s)/s 4768 MB Japks  Eks_Cluster ip-ui o L s 2 sonyulis sl | wordpress 1 0

* Containers tab: The Containers tab displays the related created by this pod. This tab is displayed only
when the workload type is a Pod.

Click the Container name or the # button will navigate to the Container Dashboard.
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Figure 16. Kubernetes Workloads Explorer view Containers Tab
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Container Dashboard

Metrics tab on Container Dashboard

The Metrics tab displays a Metric Selector allowing you to choose the metrics to be plotted on this
dashboard. Charts of Utilization, CPU Usage and Quota, and Memory Usage and Quota are

presented by default.

Figure 17. Metrics tab on Container Dashboard
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CPU Limit

Configurations tab on Container Dashboard

s Summary: summary information of this container.

s Resources: resource request and limit configured for this container.

s Volume Devices and Mounts: volumes mounted by this container.
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Figure 18. Configurations tab on Container Dashboard
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Time Seconds: InitialDelay=30,Period=30, Timeout=1
Jrdhtog s
[Readiness Probe]
Threshold: Failure=3,Success=1
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Resources
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Monitoring Kubernetes Pods

A pod contains one or multiple containers, such as Docker containers, which contains storage/network and the
specification about how to run the containers. The Kubernetes Pods Quick View, which appears after clicking
Monitoring > Pods, shows the data collected about the selected clusters and namespaces. This view consists of
the following two panes:

* The Kubernetes Pods tree view, which appears on the left of Kubernetes Pods Quick View, lists the pods
existing in the monitored Kubernetes environment.

¢ The Kubernetes Pods Summary view, which appears on the right after you select an individual pod in the
Kubernetes Pods tree view.

Kubernetes Pods Summary view

The Kubernetes Pods Summary view appears on the right when you select a cluster in the Kubernetes Pods
tree view.
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Figure 19. Kubernetes Pods Summary view
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The Kubernetes Pods Summary view displays the following data:

* Resource Utilizations: The resource utilization for the selected Kubernetes Pod over a selected period of
time, which includes the following:

= CPU Utilization: shows the percentage of CPU usage divides CPU limit, if the limit is configured for
this Pod.

= CPU Usage: shows CPU usage rate, request, and limit, the trend of usage rate, as well as request
and limit configuration.

= Memory Utilization: shows the percentage of Memory usage divides Memory limit, if the limit is
configured for this Pod.

= Memory Usage: shows Memory usage, request, and limit, the trend of usage rate, as well as
request and limit configuration.

= Total Network I/O: shows the sending, receiving, and transferring rate.
= Filesystem Utilization: shows the Filesystem utilization.
= Filesystem Usage: shows the read and write rate in byte/s.

e Summary: Displays the detailed information about the selected Kubernetes Pod, including Name, Node,
Cluster, Namespace, Owner, Pod IP, Service Account, DNS Policy, Restart Policy, and Status.

Click Explore on the upper right of the Kubernetes Pods Summary view to open the Pods Explorer view, which
shows more detailed information about this Kubernetes cluster.

Pods Explorer view

The Pods Explorer view opens when you click Explore in the Kubernetes Pods Summary view. For detailed
information for each tabs in Pods Explorer view, see Workloads Explorer view on page 36.

Monitoring Kubernetes Other Components

Kubernetes other components here including pods controllers, services, ingresses, persistent volumes, secrets
and so on. All these components are grouped and displayed in tabs.

* Configurations
e Storage

¢ Load Balancer

Foglight for Container Management 7.1.0 User and Administration Guide 1
Using Foglight for Container Management



Configurations

Figure 20. Kubernetes Configuration Dashboard
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impressive-llama-mariadb-tests nancyakscluster default run.sh
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The Configurations dashboard includes Kubernetes Secret and Config Map.

¢ AKubernetes Secret is an object that contains a small amount of sensitive data, such as a password, a
token, or a key. Such information might otherwise be put in a Pod specification or in an image; putting it in
a Secret object allows for more control over how it is used, and reduces the risk of accidental exposure.

* AKubernetes Config Map binds configuration files, command-line arguments, environment variables, port
numbers, and other configuration artifacts to your Pods' containers and system components at runtime.
Config maps allow you to separate your configurations from your Pods and components, which helps keep
your workloads portable, makes their configurations easier to change and manage, and prevents
hardcoding configuration data to Pod specifications.

Storage

Figure 21. Kubernetes Storage Dashboard

Search
Alarms Status Name Cluster & R;;:‘a;n Claim Storage Class S.?;;e
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@ Bound pwc-2b95e22d-de28-11e8-b2ed-befa22179703 nancyakscluster | Delete data-mehdb-1 default AzureDisk
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@ Bound pvc-7049bch8-fd17-11e8-adf4-deds94810bc3 nancyakscluster  Delete data-elasticsearch-1 default AzureDisk
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The Kubernetes storage contains volumes, storage class, persistent volume, and persistent volume claim.
Volumes are on-disk files used by the containers for persistent their data as well as sharing with other
containers.The Storage dashboard shows the information about the following storage classes:

» Storage Class provides a way for the administrator to describe the "class" of storage they offer.

* Persistent Volume subsystem provides an API for users and administrators that abstracts details of how
storage is provided from how it is consumed.

* Persistent Volume Claim is used for dynamic volume provisioning which allow storage volumes to be
created on-demand.
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Load Balancer

Figure 22. Kubernetes Load Balancer Dashboard
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The Load Balancer dashboard includes information about Kubernetes service, endpoint, and ingress. A
Kubernetes ingress can provide load balancing, SSL termination, and name-based virtual hosting. A Kubernetes
service is an abstraction which defines a logical set of pods and a policy by which to access them - sometime
called micro-services. Kubernetes will update the endpoint whenever the set of pods in a service changes.

Alarms

Figure 23. Kubernetes Alarms Dashboard
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The Alarms dashboard displays a list of alarms generated against the monitored Kubernetes environment. Use
this view to quickly identify any potential problems related to a specific Kubernetes component.
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Capacity Management

Foglight for Container Management provide capacity management feature for Kubernetes. This feature uses
historical data to predict the trend and usage within a specific future period.
; | NOTE: If the Capacity Management tab is not displayed, ensure the following:
1. You have purchased a license for Capacity Management. If not, contact Quest Support to purchase a

license.
2. You have the Container Administrator role.

Figure 24. Capacity Management for Kubernetes
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The Capacity Management dashboard contains the following fields:

. & Setting: Click to change the following values:

= Baseline for Forecasting: Defines the historical period used for the calculations of metric views,
current capacity, and recommended resources in the Resource Utilization view. The default value is
60 Days Trending.

= Time Frame: Defines the predicted period for calculating metric views, current capacity, and
recommended resources in the Resource Utilization view. The default value is Next 30 Days.

* Resource Utilization:

= Current Capacity: current resource capacity.

= Current Performance: current resource usage.
* Recommendation:

In this section, it shows how many resources are recommended to be added in the current trend, so as to
meet the predicated usage.

* Projected CPU/Memory Usage: Shows the historical data and the predicted usage trend within the
configured future period.

* Projected CPU/Memory Request. Shows the historical data and the predicted request trend within the
configured future period.

= Utilization: usage.
= Capacity: upper bound which the usage might reach.

= Growth Rate per Week: growth amount of the resource.
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= Time to Full: how many days the resource usage/request will reach the capacity.

; | NOTE: If a value Never is displayed at Time to Full, which means the usage/request trend is

declining and the usage/request will never reach the capacity.

Cost

Foglight for Container Management provide cost management feature for Kubernetes. The Cost view appears
after clicking Container > Kubernetes > Cost. Currently, the Kubernetes costs for AKS and EKS environment are

calculated.

; | NOTE: If the Cost tab is not displayed, ensure the following:
1. You have purchased a license for Container Cost. If not, contact Quest Support to purchase a license.
2. You have the Container Administrator role.

Prerequisites

Container cost does not collect costs from cloud providers, but uses the cost data collected by cloud agents for
parsing the Container environment cost. The cost start date is the first date of the current month.

To use the cost data, ensure the following:

e For AKS cost, an Azure agent with the version 1.9.0 or above is required. The agent should be enabled to
collect the inventory data of the AKS cluster resource group and that of the related infrastructure resource
group, as well as the subscription cost related to the AKS cluster.

¢ For EKS cost, an AWS agent with the version 1.9.0 or above is required. The agent should be enabled to
collect the regional inventory data related to the EKS cluster and the account cost related to the EKS
cluster.

; | NOTE: Cost metrics should be configured for cloud agents to collect cost data. Refer to the Cost Tab section
in Foglight Hybrid Cloud Manager User and Administration Guide for detailed information.

e The Kubernetes agent collects the inventory and metrics data. Otherwise, the cost data won'’t be displayed
if there is no Kubernetes data on that day.

* The clusters have been assigned to BUs. Otherwise, the clusters costs won'’t be displayed in Cost
Dashboard.

Administration dashboard

Administration dashboard enables you to manage the relationships between your cluster and BU, configure
budgets at cluster level, and view summarized information about cluster, BU, and cost.

You need to assign cluster to BU here in order to see cost metrics aggregated at different levels in Container Cost
dashboards.

Business Units tab

Business Units tab enables you to manage your BU for your Organizations. You can create different BUs to
manage your clusters.

Foglight for Container Management 7.1.0 User and Administration Guide
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Figure 25. Business Units tab
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The Business Units tab displays the following information:

e Name: BU name.

e Location: Geographic location of the BU.

* Organization: Organization of this BU.

Search
Clusters
1
1
0

* Clusters: numbers of the Kubernetes clusters that have been assigned to this BU.

¢ Add: Add a new Business Unit and assign it to a specific organization.

e Delete: Delete a Business Unit.

« “.: Click the button to edit the information of this Business Unit.

* Assign Organization: click the button to assign Business Unit to another Organization.

Clusters tab

Kubernetes clusters are collected by Kubernetes agents. By default, clusters will not be assigned to any BU and

do not have a default monthly budget.

; | NOTE: For EKS cluster, Container cost will automatically detect the EKS cluster collected by AWS agent for
the cluster. However, if different AWS agent collects the same EKS cluster resources, then you need to

assign the AWS account for this cluster.

Figure 26. Clusters tab

@ Cost data will not be effected by the selected cluster on above.
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The Clusters tab displays the following information:
¢ Name: The name of the Kubernetes cluster.

e Business Unit. The name of the BU.

Forecast{Dec. 2020)

Last Collected Date
2020-10-26 @
2020-11-06 @
2020-11-07 @

e Platform: AKS, EKS, or On-Prem. If Container cost failed to detect the AKS or ESK cluster, it will display

On-Prem by default.

* Spending: The trend of cost spending.

e Monthly Budget. Monthly budget, which can be configured through Set Budget.

e Last Month (Month. Year): The cost of last month.

e Month-to-Date (Month. Year): The cost of current month.
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* Forecast (Month.Year): The cost prediction for next month.

» Last Collected Date: The latest date till when the cost data is collected. It depends on the Last collected
time from different platforms.

When mousing over the time, the start date and the end date of container cost collection are displayed.
e Set Budget: Set monthly budget for the cluster
* Assign Business Unit: Assign the cluster to a specific BU.
* Remove from Business Unit: Remove the cluster from the selected BU.

* Assign AWS Account: This button will be enabled for editing only when an EKS cluster is selected.

. : Click the button to change the monthly budge for the cluster.

Kubernetes dashboard

The Kubernetes dashboard displays a Cost Overview and several cost breakdown charts. The cost breakdown
charts vary when choosing All Organizations, a single organization, a single BU, or a single cluster.

Kubernetes Overview

Figure 27. Kubernetes Overview
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The Kubernetes overview shows the following information:

* Time Range: Enables you to change the time range for displaying the cost, including This Month, Last
Month, or Last N months.

* Cost Overview: Monthly cost aggregated from all the clusters and the forecast aggregated cost for the
continuing months.

» Cost Breakdown By Organizations: Cost categories by different organizations. Displayed when choosing
All Organization.

e Cost Breakdown By Business Units: Cost categories by different BUs cross Organizations. Displayed when
choosing All Organization or an organization.

* Cost Breakdown by Platforms: Cost categories by different platforms, such as AKS, EKS, and so on.

e Most Expensive Clusters: Displays the top N clusters that costs the most. Displayed when choosing an
organization.
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Clusters Cost: Cost of the clusters of this BU. Displayed when choosing a BU.

Alarms: all the cluster cost alarms. Currently we have over-budget alarm.

Cluster Overview dashboard

Figure 28. Cluster Overview
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Alarms

Severty Time v Added Alarm Message

The Cluster overview dashboard shows the following information:

Time Range: Enables you to change the time range for displaying the cost, including This Month, Last
Month, or Last N months.

Cluster Overview: The monthly cost aggregated from all the clusters of the organization and the forecast
aggregated cost for the continuing months.

Top 5 Most Expensive Namespaces: Displays the top 5 most expensive namespaces whose cost is
aggregated from its workloads.

Top 5 Most Expensive Workloads: Displays the top 5 most expensive workloads whose cost is aggregated
from its related pods.

Top 5 Most Expensive Services: Displays the top 5 most expensive services whose cost is aggregated
from its related pods.

Top 5 Most Expensive Nodes: Displays the top 5 most expensive nodes whose cost is collected from Azure
or AWS.

Top 5 Most Expensive PVs: Displays the top 5 most expensive persistent volumes whose cost is collected
from Azure or AWS.

Allocation Breakdown: Displays the Allocation Breakdown cost by Deployment or Stateful Set.
Alarms: Displays all the cluster cost over-budget alarms.

Cost Table button: Clicking the button will navigate to a Cost table grid layout dashboard.
View Topology button: Clicking the button will navigate to a Cluster Topology View.
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Cost Table

The Cost Table lists the detailed cost information calculated by different categories,
Workload, and Service.

Figure 29. Cost Table
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¢ Infrastructure: Lists the Azure or AWS costs collected.

* Workload: The calculated workload cost is aggregated from its related pods.

deployment, statefulset, daemonset, and so on.

The workload types include

e Service: The service cost includes related workload and load balancer costs in AWS.

View Topology
Click View Topology button to open the Cluster Topology View.

Figure 30. Cluster Topology View

T Contziner Environment > Cluster Topalogy View

This Month ~ +

Nov 10, 2020 11:37:12 AM CST [l Repons =

a Cluster

ﬂ containereks

. &

Pods: 14 Pods: 13

35
EC2 Instance EC2 Instance Load Balancer Load Balancer Load Balancer
E—I ip = E—I ip- —— E arn:aws:elastic... E arn:aws:elastic... E arn:aws:elastic...
$5.6 5§54 $3.0 $3.0 5§27

Clicking virtual machine, a popup view will be displayed to show the pods cost which run on this node and also the

persistent volume that used by some pod.
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Optimizer

The Optimizer view appears after clicking Container > Kubernetes > Optimizer.

; | NOTE: If the Optimizer tab is not displayed, ensure the following:
1. You have purchased a license for Optimizer. If not, contact Quest Support to purchase a license.
2. You have the Container Administrator role.

NOTE: The displayed views are varied if the cluster hosts are monitored by the agents of VMware, AWS, or
Azure.

Figure 31. Kubernetes Optimizer Dashboard
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The Optimizer view includes the following elements:

* Settings. The Settings dialog box is used to change the time period and properties that are used for
calculation. For more information, see Settings on page 51.

* Automate. Use the Automate menu to set the criteria for automatically sending recommendations for
improvements. Currently, this button only functions for CPU and Memory when a VMware cluster is
selected.

* Reclaim Now and Reclaim Later buttons. System administrator can select a VM from the list and review
the Reclaiming Savings bar for information about how many resources can be reclaimed.

NOTE: The Reclaim Now and Reclaim Later buttons are enabled only after selecting a checkbox from the
table. Currently, the two buttons only function for VM Resources, CPU, and Memory when a VMware
cluster is selected.

The Automate, Reclaim Now, and Reclaim Later buttons are displayed only when a VMware cluster is
selected.

¢ Exclude button. Select an object you want to exclude from the table to enable the Exclude button, and click
Exclude. Then, this object is added to the list of excluded objects under a specific category.

¢ Show Excluded Items button. Click the Show Excluded ltems button to view the excluded objects. The
Settings dialog box appears. For more information, see Excluded tab on page 53.

* VM Resources/VM Resizing. Shows instance or virtual machine name, utilization, recommendations for
both CPU and memory resources, and savings.

¢ CPU. Shows instance or virtual machine name, utilization, recommendations for CPU resource, and
estimated savings.

¢ Memory. Shows instance or virtual machine name, utilization, recommendations for memory resource, and
estimated savings.
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» Storage. Shows virtual machine name, utilization, storage and modify recommendations, and savings.
C NOTE: VM Resizing will be displayed when a cloud cluster is selected. VM Resources, CPU, Memory, and
Storage will be displayed when a VMware cluster is selected.
¢ Unused Resources table. Detects and shows those unused resources in container environment.

For example, persistent volume stays unused for more than 3 months. persistent volume stays in unbound
status. This is due to the Unused Resources configuration in Settings.

* Potential Zombies table. Detects and shows the potential pod controllers in container environment,
including Deployment, Daemon Set, Stateful Set, Replication Controller, as well as Pod that is not
managed by any Pod Controller.

For example, if all pods managed by a pod controller are zombies, then we might suggest you to delete the
whole pod controller.

Settings

Use the Settings menu to define the default optimization settings for your environment. The Settings Dialog box
provides information about the following components:

* Configuration tab
* Waste tab

e Excluded tab

* Credentials tab

e Constraints tab

Configuration tab

Figure 32. Configuration tab
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CcPU Memory Storage
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Acceptable Varistion |3 %50 MHz 3 % [50 MB 3 %[1024  |MB
Recommended Basis| | Maximum Peak Utilization ¥ Maximum Peak Utilization ¥ Maximum Peak Utilization ¥
Peak analysis period: 15 minute(s) Threshold for merging peaks: 5%
Evaluate calculation over this peried of time |30 Day(s) History Peried (30 Day(s)
Save | | Cancel

The Configuration tab provides the recommended settings for CPU, memory, and storage optimization.

* Thresholds. Provides the values of a resource metric that define the Warning and Critical levels (for CPU,
memory, and storage).

* Recommendation Calculation area. Allows you to define the following parameters for optimizing the
CPU, memory resources in your environment, Storage resources not supported at current version:

To save any changes made to the Configuration settings, click Save at the bottom of the tab.
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Waste tab

Figure 33. Waste tab
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The Waste tab allows you to configure the settings for determining resources wasted in your environment. These
include unused resources and potential zombie Pod controllers.

e Determine as waste if: used to filter Unused Resources.

= Resource has been created [time] days: Resources that has been created more than the set days
will be considered here.

= Persistent Volume Status: By default, select Available and Failed. For detailed information, go to
https://kubernetes.io/docs/concepts/storage/persistent-volumes/#phase.

e Determine as a potential zombie if: used to filter Potential Zombies.

In container environment, Potential Zombie Pod Controller is considered here, including Deployment,
Daemon Set, Stateful Set, Replication Controller, and Pod that is not managed by any Pod Controller.
Settings work for single pod managed by Pod Controller. If all pods or partial pods of a Pod Controller are
considered as zombies, different recommendations will be generated.

= Time period used for average calculation is [time] days: The average metrics for the pods are
calculated, so a time range should be set to calculate the average value.

= Average resource utilization: only if a pod's metrics satisfy all the conditions, it will be considered to
be a potential zombie pod.

= Excluded Namespace: pods in the namespace can be excluded in the Potential Zombies check.

To save any changes made to the Waste settings, click Save at the bottom of the tab.
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Excluded tab

Figure 34. Excluded tab
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The Excluded tab allows you to remove a resource from the list of excluded objects. The Excluded tab includes
the following information:
¢ On the left side, a navigation tree, that allows you to select the resource category.
¢ On the right side, the list of resources excluded from the selected category.

To remove resources from the list of Excluded objects, select the check boxes for these resources and click
Remove. To save any changes made to the Excluded settings, click Save at the bottom of the tab.

The Excluded tab can also be accesses by clicking Show Excluded Items on the Optimizer tab.

Credentials tab

Figure 35. Credentials tab
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This tab is available in VMware environment. The Credentials tab allows you to add, edit, and remove credentials
groups. This tab is only for the Storage rightsizer.
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Constraints tab

Figure 36. Constraints tab
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This tab is available in VMware environment. The Constraints tab allows you to set custom thresholds for select
objects in the environment. These recommendations are displayed in the Optimizer tab > VM Configuration/
CPU/ Memory/ Storage views > Modify Recommendation column. Use this tab to add, edit, and remove
constraints groups.

i | IMPORTANT: A virtual machine may have several partitions. VM environment makes recommendations for
each partition separately, but the custom constraints can be set only for the entire VM (not for individual
partitions). Therefore, the custom constraint for storage are applied to all partitions on the selected VM.

Administration

Figure 37. Kubernetes Administration Dashboard
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i | NOTE: The Administration dashboard can be accessed only when the users have both the Administrator
role and the Container Administrator role. To grant the users with the Container Administrator role, go to
Administration > Users & Security management under Administer Server > Manage Users, Groups,
Roles > Roles tab.

IMPORTANT: Heapster metrics collector is marked as Deprecated. Support for Heapster metrics collector
will be removed in the future release. Users are encouraged to switch to the new Prometheus metrics
collector.

The Administration dashboard supports new agent creation and existing agents management. It contains the
following features:

e Create Agent task
¢ Remove Prometheus task

* Agents table

Create Agent task

Use Create Agent or the Add button to start a wizard to create a new agent. See Creating and Activating a
Kubernetes Agent on page 19 for more information.

Remove Prometheus task

Remove Prometheus will start a wizard to remove the Prometheus successfully deployed through our platform.
i | NOTE: Prometheus that are not deployed through our platform are not listed here.

Remove Prometheus x

You can remove Prometheus deployed from platform through this wizard. You can select Prometheus from multiple clusters in the
following tables and click remove button to remove them all.

Metrics Collector
Type Status
Prometheus O Healthy

Agent Name «

Remove | | Close

Select the Prometheus you want to remove and click Remove.

; | NOTE: All the related Kubernetes components will also be removed according to the template that you used
to deploy the Prometheus through our platform.

If the Prometheus service is deleted successfully, a result message will be display. Otherwise, the Remove
Prometheus wizard will appear again with error messages to guide you with further operations. Follow the
messages and delete them again later.
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Agents table

Use Activate, Deactivate, Start Data Collection, Stop Data Collection, Delete, and Update Agent to manage the
agent.

Metrics Collector

* Type: the type of Metrics Collector, supports Heapster, Prometheus, or OpenShift Prometheus.
e Status:

* Healthy: discovered the Kubernetes service of the Metrics Collector and the result for the health check of
the service is successful.

* Unhealthy: discovered the Kubernetes service of the Metrics Collector, however, the result for the health
check of the service is failed.

» Discover failed: failed to discover the Kubernetes service in your cluster. The Deploy & icon is enabled.
¢ Waiting for data update: waiting for status update after performing some operations for Metrics Collector.

e Failed to update status: connection failed or other known issues. Contact the support.

» Migrate 2 : start a wizard to migrate Heapster to Prometheus Metrics Collector.

If the agent version is 3.0.0 and is using Heapster as the metric collector, you can Migrate from Heapster to
Prometheus metrics collector.

» Deploy E: start a wizard to configure or guide to deploy Prometheus to your cluster.

If our platform failed to discover Prometheus in your cluster and the Deploy & icon is enabled.

Migrate or Deploy process

Clicking Migrate & or Deploy ¥ will launch the Configure Prometheus Metrics Collector Wizard.

Prometheus Configuration Mode
€ Your prometheus required to meet the following prerequisites:

1. Prometheus services type: Cluster IP,

2. Exporter needed:

2.1 Node - exporter:0.16.0+
2.2 Kube - state - metrics

Do you have prometheus in your cluster?
@ Yes, Ihave
y Mo, I have not.

If you have no prometheus in your Cluster, we will provide a template for you te deploy one on the next step.

Prometheus Type

"Default” type allows Agent to use KubeConfig credentials to access the Prometheus service. "Openshift
Prometheus" type, you need to provide Openshift Route Hostname, Username and Password for Agent to
access the target OpenShift Prometheus.

(O] Default

@] Openshift Prometheus

* Have existing Prometheus in your cluster.
; | NOTE: Ensure that you have Prometheus in your cluster before this step. We will check the service
existence and health status after you click Next.
* Select the Prometheus Type.
= Default type

Allows Agent to use KubeConfig credentials to access the Prometheus service. Enter the existing
Prometheus service namespace and name to configure the metrics collector.
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Prometheus Configuration
Please enter prometheus service information.

Namespace kube-system e

Name prometheus-server L4

= OpenShift Prometheus type: you need to provide OpenShift Route Hostname, Username, and
Password for Agent to access the target OpenShift Prometheus.

Prometheus Configuration

6 OpenShift Prometheus uses Route Hostname to access the OpenShift OAuth secured Prometheus. You need to provide
Openshift Route Hostname, Username and Password for Agent to access the target Open3hift Prometheus.

Route Hostname |--u_., T ————— | =}

Open3hift Userame |npg|’|;hi& | e

OpenShift Password |,....... | e

; | NOTE: To find the Route Hostname, go to the OPENSHIFT ORIGIN dashboard, Application
> Routes.
Your OpenShift Login User should have the privilege to access to the Prometheus.

Do not have existing Prometheus in your cluster.

A Prometheus Configuration wizard will appear. To configure the metrics collector, either use the default
Prometheus template or upload your own Prometheus deployment .yml files through Load from files.

NOTE: Whenever you change the content in Configure file (template), ensure that the Namespace and
Name fields are consistent with the Prometheus service configurations in your Configure file (template).
If you are using the default template, there is need to change anything.

Prometheus Configuration

Please edit the prometheus configuration file. If you have your own prometheus configuration files, load the files from local
filesystem. Ensure that the namespace and the name of the Prometheus sarvice are consistent with those in the configuration
files you edited or loaded. And then dick Deploy to deploy prometheus.

apiVersion: rbac.authorization.k8s.iofv1 o
kind: ClusterRoleBinding
metadata:
labels:
app: prometheus
component: server
name: prometheus-server
roleRef:
apiGroup: rbac.authorization.kBs.io
kind: ClusterRole
name: prometheus-server
subjects:
- kind: ServiceAccount
name: prometheus-server
namespace: kube-system

apiVersion: rbac.authorization.k8s.iofv1
kind: ClusterRoleBinding
metadata:
labels:
app: prometheus
component: kube-state-metrics
name: prometheus-kube-state-metrics
roleRef:
apiGroup: rbac.authorization.kBs.io
kind: ClusterRole
name: prometheus-kube-state-metrics
subjects:

- kind: ServiceAccount
name: prometheus-kube-state-metrics i
Load from files
Namespace kuba-system [i]
Name prometheus-server a@

= Deploy % Reset from template

Reset from template: Helps you to reset the Configure file (template) content to the default template.

Deploy: Creates Prometheus components to your cluster with the Configure file.
After clicking Deploy, a progress message will be displayed.

* If deployed successfully, a succeeded message will be displayed. Close the Validation Result page and
then click Next to finish your agent creation process.
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» If failed to deploy the Prometheus configuration, a Validation Result page will be displayed with possible
solutions.
Agent Edit properties

Click “ in Properties column of the Agents table to edit the property of the agent.

* For agent using Heapster as metric collector, a wizard similar as below will be displayed. Update the agent
properties and save the changes. A new data collection process will be initiated.

Kubernetes Agent [Monitor ]: Edit Properties x

Cluster Name * 2789Cluster a
Kubermetes APT Service End Point * : "y P S TP A — 1]
Collected Event Level *: ) ALL ABNORMAL a
Metrics Collector *: Heapster

Service Namespace  |kybe-system ]

Service Name heapster ]
Proxy Enable Prowy a

Save | | Cancel

* For agent using Prometheus as metric collector and the Prometheus is successfully deployed through our
platform, a wizard similar as below will be displayed.

Kubernetes Agent [Monitor r]: Edit Properties x
Cluster Name * ibmkascluster a
Kubemnetes APT Service End Point = ; "y 5. M — shailh Sl it SRR a
Collected Event Level *: ALL @) ABMNORMAL a
Metrics Collector *: Prometheus Change to Heapster a

Service Namespace kube-system

Service Name prometheus-server
Config File Export
Prosty Enable Proxy a

Save | | Cancel

; | NOTE: If the Prometheus is deployed through our platform, the Service Namespace and Service Name
cannot be updated through Kubernetes Agent Edit Properties wizard. You can use Remove Prometheus to
remove Prometheus and deploy a new one.

Export: export the deployed .yml file of the Prometheus.
Change to Heapster. change from Prometheus Metrics Collector to Heapster. However, it is not recommended.
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* For agent using existing Prometheus as Metrics Collector, a wizard similar as below will be displayed.

Kubernetes Agent [eks]: Edit Properties ®

Cluster Name * : |Ekscluster | L]
Kubemetes API Service End Point * : ||'¥l,. m:ram-..-d 1]
Collected Event Level *: @ ALL () ABNORMAL o
Metrics Collector = Prometheus | Change to Heapster | i

Service Mamespace * |kub&system | a

Service Name * |prometheus-server |e
Pray | Enable Proxy [1]

NOTE: If you are using your existing Prometheus as Metrics Collector, we will not help you to manage your
Prometheus. Both the Service Namespace and Service Name can be updated in Kubernetes Agent Edit
Properties wizard.

* For agent using OpenShift Prometheus as Metrics Collector, a wizard similar as below will be displayed.

Kubernetes Agent [Monitor@akscluster]: Edit Properties .
Cluster Name *: aksduster i
Kubermetes API Service End Point *: | T T ——L
Collected Event Level *: O ALL @ ABNORMAL (5]
Metrics Collector *: Prometheus | Change to Heapster | a
Route Hostname | T E————— ""'"""“l (1]
OpenShift Username | openshift | [i]
OpenShift Password | PR | i)
Proxy (] Enable Proxy a
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Docker Swarm

The Docker Container Quick View appears after clicking Monitoring > Containers. Click Swarm (Preview) from
the header on top to switch to Docker Swarm dashboard.

Figure 38. Docker Swarm Dashboard
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Monitoring Docker Containers

This view consists of the following two panes:

* The Docker Containers tree view, which appears on the left of Docker Containers Quick View, lists the
containers existing in the monitored Docker environment. The containers in the tree view are grouped by
cluster > docker host > container.

e The Docker Container Summary view, which appears on the right after you select an individual container in
the Docker Containers tree view.

Docker Container Summary view

The Docker Container Summary view appears on the right when you select a container in the Docker
Containers tree view.
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Figure 39. Docker Container Summary view
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The Docker Container Summary view displays the following data:
* Related Items: Shows the related Docker components grouped by type as well as the associated alarms.

* Resource Utilizations: The resource utilization for the selected Docker Container over a selected period of
time, which includes the following:

= CPU Load: Shows the CPU utilization of the selected container.
= CPU Time: Shows the used time and throttled time of the selected container.

= Network Transfer. Shows the transfer bytes rate of the selected container over a selected period of
time.

= Network I/0: Shows the total send/receive bytes of the selected container.
= Memory: Shows the memory utilization of the selected container.
= Memory Swap: Shows the mounts of memory pages that are swapped to disk.

= Disk Transfer: Shows the disk transfer bytes rate of the selected container over a selected period of
time.

= Disk I/0O: Shows the disk read/write bytes of the selected container.

*  Summary and Resource Information: Displays the detailed information about the selected Container,
including State, Command, Created Time, Started Time, Image, and so on.

Click Explore on the upper right of the Docker Container Summary view to open the Container Explorer view,
which shows more detailed information about this container.
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Container Explorer view

The Container Explorer view opens when you click Explore in the Docker Container Summary view, which
includes the following tabs:

Monitoring tab: The Monitoring tab displays the overall information of the selected container over a selected
period of time, including the Summary and Resource Information table, Resource Management table as
well as the Metrics list. To set the Metrics list displayed, go to Action > General > Metric Selector. For
more information, see Container metrics on page 79.

Figure 40. Docker Container Explorer view Monitoring Tab
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Monitoring Docker Hosts

This view consists of the following two panes:

e The Docker Hosts tree view, which appears on the left of Docker Hosts Quick View, lists the docker hosts
existing in the monitored Docker environment. The docker hosts in the tree view are grouped by cluster >
docker host.

e The Docker Host Summary view appears on the right after you select an individual docker host in the
Docker Hosts tree view.

Docker Host Summary view

The Docker Host Summary view appears on the right when you select a docker host in the Docker Hosts tree
view.
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Figure 41. Docker Host Summary view
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The Docker Host Summary view displays the following data:
* Related Items: Shows the related Docker components grouped by type as well as the associated alarms.

* Resource Utilizations: The resource utilization for the selected docker host over a selected period of time,
which includes the following:

=  CPU Load: Shows the CPU utilization of the selected docker host.

= CPU Used: Shows the used CPU resources aggregated from the containers running on the docker
host.

= Network I/O and Network Transfer Rate: Shows the transfer bytes rate of the selected docker host
aggregated from the containers running on the docker host over a selected period of time.

= Memory and Memory Consumed: Shows the memory consumed bytes aggregated from the
containers running on the docker host.

= Disk I/O and Disk Transfer: Shows the disk transfer bytes rate of the selected docker host
aggregated from the containers running on the docker host over a selected period of time.

e Summary and Resource Information: Displays the detailed information about the selected docker host,
including Container Count by Status, Operating System, Memory Total, and so on.

Click Explore on the upper right of the Docker Host Summary view to open the Docker Host Explorer view, which
shows more detailed information about this container.

Docker Host Explorer view

The Docker Host Explorer view opens when you click Explore in the Docker Host Summary view, which includes
the following tabs:
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Monitoring tab: The Monitoring tab displays the overall information of the selected docker host over a
selected period of time, including the Summary and Resource Information table, Containers table, Images

table, and Volumes table.

; | NOTE: All the docker host metrics are calculated from the aggregated metrics of the containing
containers on the docker host.

Figure 42. Docker Host Explorer view Monitoring Tab
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&  voting_vote.2.us654033tdvgp7fn3pvyqolrt 1332e0269871fbeo0ba94be82719216e9beef2d46328c5d849a5acec025dd4b4 | dockersamples/examplevotingapp_votei<none> | defau
€  wordpress wordpress.3.3d78lukeustOeviza3mptBehr 7héb78b24dScTefabTedaci07fcl efcch96daf36c6205daedfd1645123d3dec? wordpressi<none> defau
e wvoting_redis. 1.awisé11hu72gyxd5hiSepjyév 288eBaldde3ale893913559¢7e2202e96f52a88fadfe5b862d4b6988a7350896 | redis: <none> defau
&  voting_vote.1.deivdnggtinircb8golbrihd foecatb5aec9294745fe742a2eb9e12ee26b1369%edbcd73ccbb334d9e78bcad | dockersamples/examplevotingapp_votei<none> | defau
@&  rediszxypgaviwndctdyol6cjg9ys.vrubgSq34jlagaiih21mgexex | 149fa7578/49f332fedBac292d51cd19dBeafecdf45a1b3482201312fadf0es. | redis:<none> defau
e mongoe_mongo.1.95ak9ge8gp158etduedpwiuzw 78a7e75c36a9056c9abcoebadds36f2a1558ff236873d67bd114f21df12aad2d | mongo: <none> defau
&  mysal_phpmyadmin.1.0c2dfj3k6ghucdnds3miBg7m f89221041f8ddcdb2c594bf9a304af3924d8b1f26700ecc794f7173b52e47bd7 | phpmyadmin/phpmyadmin:<nones defau
@  wordpress_db.1.7c7fttikG8oijtcspbsaritjoh 1711d54e6715255a20e57685cf85adha3656heaeabl@ced4ch763d29d734a2  mysql: <none> defau
e wordpress_visualizer.1.drigdbtulabsbzeSeriegdjq7 d1af858af95546c4db25fc7218dcBIbfe4ca9b73980d746a2eea9dd74a489719 | dockersamples/visualizer: <none> defau
&  voting_visualizer. 1.nwgal4j pyvmh9wn30qdd 16b274edf0a972a313b61F785e347357 1cfa6f 380ef1a57991 ccb4fcS3dddbbe | dockersamples/visualizer:<none> defau
@&  mysql_mysql.Lmmoqeo2fs7qmspjkaydbnjke 2027187424e082060de9ch3dabd2e9dacs40cdbcs0ffah26ed45157698cc722 | mysql: <none> defau
&  voting_db.1.8eol3I95710I50jvpadidhu 7as0 7006ed3383d6920 5270c1502f3f95127c6696a226db | postgres:<none> defau
f e

Images -
State Name d Size \‘{'Sri‘;‘:l Comment Containers Nuéul:sgg:‘gd

dockersamples/examplevotingapp_result:<none> sha256:e10df791f13c3ac17efal23dfces7e3297fceal 5a34b3bbf305749f22a9b3¢83 216.0 MB 216.0 MB 1 2 minute(s) 4l
B ohpmyadmin/phpmyadmin:<nones sha?56:c6ba3e3e7cobbaibcitaadaledldase?6eb7e5dac525MhEa36df2544c7aa54  158.2 MB 158.2 MB 1 2 minute{s)
mongo:<nong sha256:04183f48¢313d863d26a2da7c27a0fh73833674c87da2576b6282de2439a144c | 389.5 MB  389.5 MEB 1 2 minute(s)
u_j nate/dockviz:latest sha256:93b5259c1e18862e1434e39678640chdd555d1b8e2742besf4da%c2b78acdBab 6.3 MB | 6.3 MB 0
mysgl:<none> sha256:7bb2586065cd50457e315a5dab0732a8745c5fad619c017732f5a13e58b51dd | 454.8 MB  454.8 MB 2 2 minute{s)
redis: <nonez sha256:d4deec2c521cdae0450218bd53c69611bacd2eb10838057a5de7dch341c66cfS | 144.2 MB  144.2 MB 1 2 minute(s)
postgres:<none:> sha256:d7cf98b297166b40efcanlf11ef9c7e801d45a0f6c1ba3 16854984229667578  214.9 MB  214.9 MB 1 2 minute(s)
ﬁ alpine: <none>> sha256:5ch3aa00f89934411ffha5c06320bc98ace875d8f92e77d0029543d9F2ef4adD 5.2 MB 5.2 MB 0

Containers table: Includes the containers on this docker host.

Images table: Includes the images pulled onto this docker host.
° : Indicates this image is using by a container.

o 1 : Indicates no container is using this image and the image can be recycled.

= Volumes table: Includes the volumes created on this docker host.
o M |ndicates this volume is using by a container.

= [ Indicates no container is using this volume and the volume can be recycled.
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Figure 43. Docker Host Explorer view Images table and Volumes table under Monitoring tab
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“ y o

By clicking the number in the Containers column, a Docker Host Explore Containers view will open, which

lists the containers using this image or this volume. Click the Name or ID of the container and an explore

page of the container will appear.

Metrics tab: The Metrics tab displays the Metrics list. To set the Metrics list displayed, go to Action >
General > Metric Selector. For more information about the description of the metrics, see Container

metrics on page 79.

Figure 44. Docker Host Explorer view Metrics Tab
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Monitoring Docker Swarm Clusters

This view consists of the following two panes:

¢ The Swarm Clusters tree view, which appears on the left of Swarm Clusters Quick View, lists the docker
swarm clusters existing in the monitored Docker environment.

e The Docker Swarm Cluster Summary view, which appears on the right after you select an individual docker
swarm cluster in the Swarm Clusters tree view.

Docker Swarm Cluster Summary view

The Docker Swarm Cluster Summary view appears on the right when you select a docker swarm cluster in the
Swarm Clusters tree view.

Figure 45. Docker Swarm Cluster Summary view
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The Docker Swarm Cluster Summary view displays the following data:
* Related Items: Shows the related Docker components grouped by type as well as the associated alarms.

* Resource Utilizations: Shows CPU Utilization, Memory Utilization, Network Transfer Rate, Disk Transfer
Rate metrics of the containers running in this docker swarm cluster in descending order.

Monitoring Docker Swarm Services

This view consists of the following two panes:

* The Swarm Services tree view, which appears on the left of Swarm Services Quick View, lists the docker
swarm services existing in the monitored Docker environment.

e The Docker Swarm Service Summary view, which appears on the right after you select an individual docker
swarm service in the Swarm Services tree view.
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Docker Swarm Service Summary view

The Docker Service Summary view appears on the right when you select a docker swarm service in the Docker
Services tree view.

Figure 46. Docker Service Summary view
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The Docker Service Summary view displays the following data:
* Related Items: Shows the related Docker components grouped by type as well as the associated alarms.

* Resource Utilizations: Shows CPU Utilization, Memory Utilization, Network Transfer Rate, Disk Transfer
Rate metrics of the containers running in this docker swarm service in descending order.

e Summary and Resource Information: Shows the summary information of the docker swarm service,
including Labels, Image, Mount Volumes, Ports, Container Status and so on.

Alarms

Figure 47. Docker Swarm Alarms Dashboard
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The Alarms dashboard displays a list of alarms generated against the monitored Docker environment. Use this
view to quickly identify any potential problems related to a specific Docker component.

Analytics

Foglight for Container Management provide analytics feature for Kubernetes and Docker Swarm.

Heat Map is a two-dimensional representation of data in which values are represented by colors. Showing

collected metrics with elaborate heat maps allows you to understand complex data sets and the monitored cluster
environment well.

Scatter Plot is used to display values in points using two variables for a set of data. The points is color-coded also,
Color Metric can be used to display one additional variable.

* Kubernetes analytics

= Heatmap analytics

= Scatter Plot analytics
* Docker Swarm analytics

= Heatmap analytics

= Scatter Plot analytics

Kubernetes analytics

In the Container dashboard, choose Kubernetes from the header. Then click Analytics from the header, a drop
down view will display with Heatmap and Scatter on it. Click Heatmap will navigate to the Kubernetes Heatmap
Analytics dashboard, while click Scatter will navigate to the Kubernetes Scatter Plot Analytics dashboard.

Figure 48. Kubernetes analytics Navigation
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Heatmap analytics

Figure 49. Kubernetes Heatmap Analytics Dashboard

T Container Envirenment > Kubemetes Heatmap

Topology Type [ Kube Pod ¥ | Cluster | orbital ¥ | Namespace | All Namespaces

¥ | Selected Metric | CPU Utlization ¥ | Color Metric | Memory Utilization

®
v | Color Pattem ~

High

(G Manday, Noverber 25, 2019 10:21:00 AM - 11:21:00 AM 60 minutes w

High

Bl Repors

Heatmap Chart

Kube Pods
Pod Information @y
Name Namespace Usage Request
kube-system 2.0 milicore/second  100.0 millcore
kube-system 1.0 milicore/second

Limit

Memory

Utilization Usage Request Limit Utilization

121.4MB
56.1 M8

kube-system 0.0 millicore/second  50.0 millcore | 50.0 millcore 0.0%  22.0MB | 100.0 MB | 100.0 MB
kube-system 0.2 millicore/second 500 millicore | 50.0 milicore 0.3% 153 MB 500 MB | 250.0 MB
W B ol g | kube-system 0.0 millicore/second | 50.0 millicore | 50.0 millicore 0.0%  20MB | 100.0 MB | 100.0 MB

Bytes
203 KBfs
63.7 KBfs
220% 0.08fs

61% B4.6 KB/
20% 0.08/s

Receive
Bytes
56.3 KB/s
832 KBJs
85.5B/s
93.0Ke/s
7478/

Send
Packets
T1ds
2520 ¢/s
0.0ds
3448 s
0.0¢fs

Receive
Packets
70
2626 ¢fs
204ds
3326 cfs
18¢s

Network
Send
Errors
0.0 ¢s
00 ¢s
00 ds
00 ds
00 ¢s

Receive Send Dropped Recei

Errors chets D

0.0 ¢s
00 ¢s
00 ds
00 ds
00 ¢s

Pa
00¢s
0.0¢s
00ds
0.0ds
0.0¢s

0.0¢s
0.0¢s
0.0 ¢s
0.04ds
0.0¢s

Packets
ropped

Filesystem

Usage Limit Utilization

36.0KB 62068 0.0%
36.0KB 62068 0.0%
40.0K8 6206GB 0.0%
36.0KB 62068 0.0%
40.0K8 62068 0.0%

Heat maps will be refreshed automatically when you change either of the following fields:

* Topology Type: Indicates the monitored topology object, including Kubernetes Pod and Kubernetes Node.

e Cluster: Lists all clusters available in the monitored Kubernetes environment.

* Namespace: Lists all namespaces available in the monitored Kubernetes environment.

» Selected Metric: Populates a rectangle based upon the selected metrics. For example, if you select
Memory Usage from the Selected Metric drop-down list, the rectangle area will be populated based on the

used memory for the selected topology object. For more information about metrics, refer to Kubernetes

metrics on page 75.

* Rendering related metrics: For example, if you select CPU Usage Rate and Red to Green, the rectangle of
the topology object that has larger value of CPU Usage Rate will be rendered in red.

= Color Metric: Renders the color of rectangle based upon the selected color metric.

= Color Pattern: Offers two patterns, Red to Green (larger value shows in red) or Green to Red (larger

value shows in green).

Figure 49 shows an example of heat map. Clicking the object name on the heat map directs you to the relevant
object Explorer dashboard. For more information, see:

* Workloads Explorer view on page 36

* Workloads metrics on page 75

* Nodes Explorer view on page 33

* Node metrics on page 77

e Cluster Explorer view on page 29

e Docker Swarm metrics on page 79
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Scatter Plot analytics

Figure 50. Kubernetes Scatter Plot Analytics Dashboard
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The points on the chart will be refreshed automatically when you change either of the following fields:
* Topology Type: Indicates the monitored topology object, including Kubernetes Pod and Kubernetes Node.
* Cluster: Lists all clusters available in the monitored Kubernetes environment.
* Namespace: Lists all namespaces available in the monitored Kubernetes environment.
e X Axis: Indicates which metrics will be plotted on X axis.
* Y Axis: Indicates which metrics will be plotted on Y axis.
* Rendering related metrics:
= Color Metric: Renders the color of circle based upon the selected metrics.

= Color Pattern: Offers two patterns, Red to Green (larger value shows in red) or Green to Red (larger
value shows in green).

Figure 50 shows an example of Scatter Plot analytics. For more information, see:

* Workloads Explorer view on page 36

Workloads metrics on page 75

* Nodes Explorer view on page 33
* Node metrics on page 77

e Cluster Explorer view on page 29

* Docker Swarm metrics on page 79

Docker Swarm analytics

In the Container dashboard, choose Docker Swarm from the header. Then click Analytics from the header, a

drop down view will display with Heatmap and Scatter on it. Click Heatmap will navigate to the Docker Swarm
Heatmap Analytics dashboard, while click Scatter will navigate to the Docker Swarm Scatter Plot Analytics

dashboard.
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Figure 51. Docker Swarm Analytics Navigation
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Heatmap analytics

Figure 52. Docker Swarm Heatmap Analytics Dashboard
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Heat maps will be refreshed automatically when you change either of the following fields:
» Topology Type: Indicates the monitored topology object, including Docker Container and Docker Host.
* Cluster: Lists all clusters available in the monitored Docker Swarm environment.

» Selected Metric: Populates a rectangle based upon the selected metrics. For example, if you select
Memory Time Used from the Selected Metric drop-down list, the rectangle area will be populated based on

the used CPU time for the selected topology object. For more information about metrics, refer to Docker
Swarm metrics on page 79.

* Rendering related metrics: For example, if you select CPU Ultilization and Red to Green, the rectangle of
the topology object that has larger value of CPU Utilization will be rendered in red.

= Color Metric: Renders the color of rectangle based upon the selected color metric.

= Color Pattern: Offers two patterns, Red to Green (larger value shows in red) or Green to Red (larger
value shows in green).

Figure 52 shows an example of heat map. This sample diagram represents the
“voting_redis.1.nwfx2moecimr7v5sb3gmaqggtmk” has the maximum amounts of CPU Utilization which is the largest
in size, and also it has the higher Memory Utilization since it is in Red. If you switch the Color Pattern, then
“voting_redis.1.nwfx2moecimr7v5sb3gmqgtmk” will turn to green. Clicking the object name on the heat map
directs you to the relevant object Explorer dashboard. For more information, see:

* Container Explorer view on page 62
* Docker Host Explorer view on page 63

* Container metrics on page 79

Scatter Plot analytics

Figure 53. Docker Swarm Scatter Plot Analytics Dashboard
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The points on the chart will be refreshed automatically when you change either of the following fields:
* Topology Type: Indicates the monitored topology object, including Docker Container and Docker Host.
* Cluster: Lists all clusters available in the monitored Docker Swarm environment.
e X Axis: Indicates which metrics will be plotted on X axis.
* Y Axis: Indicates which metrics will be plotted on Y axis.
* Rendering related metrics:

= Color Metric: Renders the color of circle based upon the selected metrics.
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= Color Pattern: Offers two patterns, Red to Green (larger value shows in red) or Green to Red (larger
value shows in green).

Figure 53 shows an example of Scatter Plot analytics. The purple circle in the middle represents the following:
“voting_redis.1.nwfx2moecimr7v5sb3gmqgtmk” CPU Utilization is 2.9%, its Memory Usage is 0.1%, and its value
of Network Transfer Bytes is not high. For more information, see:

* Container Explorer view on page 62
* Docker Host Explorer view on page 63

* Container metrics on page 79

Domains and Object Groups

Domains

A domain is a group of monitored components organized by monitoring technology. This dashboard shows a
summarized view of your monitored enterprise organized by domain. Click on a sub-domain for detailed
information about the contents and health of the domain.

To access the Domains dashboard, on the Navigation panel, click Dashboards > Services > Domains.

Click the + icon to display the components under Container.

Figure 54. Container Components in Domains dashboard
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Click the State, History, Alarms, and Agents column, for detailed alarms and health information.

Object Groups

An object group is a mapping to a certain set of data types of the objects you are interested in.

To access the Object Groups dashboard, on the Navigation panel, click Dashboards > Services > Object
Groups.
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Figure 55. Object Groups for Container
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Select Docker Swarm or Kubernetes to display the subgroups.
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e Metrics

= Kubernetes metrics

= Docker Swarm metrics

e Rules
= Kubernetes
= Docker Swarm

= Customization

Metrics

Reference

Kubernetes metrics

Workloads metrics

Table 4. Workloads metrics

Metric name

Description

CPU Usage Rate
CPU Request
CPU Limit

CPU Utilization

Memory Usage
Memory Working Set

Memory RSS
Memory Cache
Memory Swap
Memory Request
Memory Limit

Memory Utilization

Network Send Bytes Rate
Network Receive Bytes Rate

CPU usage rate on all cores in millicores/second.
CPU request (the guaranteed amount of resources) in millicores.
CPU hard limit in millicores.

Percentage of CPU usage / CPU limit if user configured CPU limit for
this pod.

Total memory usage in bytes.

Total working set usage. Working set is the memory being used and not
easily dropped by the kernel.

RSS memory usage.

Number of bytes of page cache memory.

Container swap usage in bytes.

Memory request (the guaranteed amount of resources) in bytes.
Memory hard limit in bytes.

Percentage of Memory usage / Memory limit if user configured Memory
limit for this pod.

Network send bytes per second.
Network receive bytes per second.
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Table 4. Workloads metrics

Metric name

Description

Network Transfer Bytes Rate
Network Send Errors Rate

Network Receive Errors Rate
Network Transfer Errors Rate
Network Send Packets Rate

Network Receive Packets Rate
Network Transfer Packets Rate
Network Send Dropped Packets Rate

Network Receive Dropped Packets
Rate

Network Transfer Dropped Packets
Rate

Filesystem Usage
Filesystem Capacity

Filesystem Utilization
Filesystem Read Bytes Rate
Filesystem Write Bytes Rate
Filesystem Read Rate
Filesystem Write Rate

Network send and receive bytes per second.
Network send errors count per second.

Network receive errors count per second.

Network send and receive errors count per second.
Network send packets count per second.

Network receive packets count per second.

Network send and receive packets count per second.
Network send dropped packets count per second.

Network receive dropped packets count per second.
Network send and receive dropped packets count per second.

Number of bytes that are consumed by the container on this filesystem.

Number of bytes that can be consumed by the container on this
filesystem.

Percentage of Filesystem Usage / Filesystem Capacity.
Filesystem read bytes per second.

Filesystem write bytes per second.

Filesystem read counts per second.

Filesystem write counts per second.

¢ Workloads metrics are for the following workloads types, Deployment, Daemon Set, Stateful Set,
Replica Set, Replication Controller, Cron Job, Job, and Pod.

* Forworkloads types except Pods, the metrics values come from the aggregated metrics values of the

related Pods.
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Container metrics
Table 5. Container metrics

Metric name

Description

CPU Usage Rate
CPU Request
CPU Limit

CPU Utilization

Memory Usage
Memory Working Set

Memory RSS
Memory Cache
Memory Swap
Memory Request
Memory Limit

Memory Utilization

Filesystem Usage
Filesystem Capacity
Filesystem Utilization
Filesystem Read Bytes Rate
Filesystem Write Bytes Rate
Filesystem Read Rate
Filesystem Write Rate

Node metrics
Table 6. Node metrics

Metric name

CPU usage rate on all cores in millicores/second.
CPU request (the guaranteed amount of resources) in millicores.
CPU hard limit in millicores.

Percentage of CPU usage / CPU limit if user configured CPU limit for this
pod.

Total memory usage in bytes.

Total working set usage. Working set is the memory being used and not
easily dropped by the kernel.

RSS memory usage.

Number of bytes of page cache memory.

Container swap usage in bytes.

Memory request (the guaranteed amount of resources) in bytes.
Memory hard limit in bytes.

Percentage of Memory usage / Memory limit if user configured Memory
limit for this pod.

Number of bytes that are consumed by the container on this filesystem.
Number of bytes that can be consumed by the container on this filesystem.
Percentage of Filesystem Usage / Filesystem Capacity.

Filesystem read bytes per second.

Filesystem write bytes per second.

Filesystem read counts per second.

Filesystem write counts per second.

Description

CPU Usage Rate
CPU Request

CPU Limit

CPU Utilization

CPU Allocatable
CPU Capacity
Memory Usage
Memory Working Set

Memory RSS
Memory Cache
Memory Swap
Memory Request
Memory Capacity
Memory Limit

CPU usage rate on all cores in millicores/second.

CPU request (the guaranteed amount of resources) in millicores.
CPU hard limit in millicores.

CPU utilization as a share of node allocatable.

Available CPU to allocate to workloads.

Hard CPU capacity of node.

Total memory usage in bytes.

Total working set usage. Working set is the memory being used and not
easily dropped by the kernel.

RSS memory usage.

Number of bytes of page cache memory.

Container swap usage in bytes.

Memory request (the guaranteed amount of resources) in bytes.
Hard memory capacity of node.

Memory hard limit in bytes.
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Table 6. Node metrics

Metric name

Description

Memory Allocatable

Memory Utilization

Network Send Bytes Rate
Network Receive Bytes Rate
Network Transfer Bytes Rate
Network Send Errors Rate
Network Receive Errors Rate
Network Transfer Errors Rate
Network Send Packets Rate
Network Receive Packets Rate
Network Transfer Packets Rate

Network Send Dropped Packets
Rate

Network Receive Dropped Packets
Rate

Network Transfer Dropped Packets
Rate

Available Memory to allocate to workloads.

Memory utilization as a share of memory allocatable.

Network send bytes per second.

Network receive bytes per second.

Network send and receive bytes per second.
Network send errors count per second.

Network receive errors count per second.

Network send and receive errors count per second.
Network send packets count per second.

Network receive packets count per second.

Network send and receive packets count per second.

Network send dropped packets count per second.

Network receive dropped packets count per second.

Network send and receive dropped packets count per second.

Filesystem Usage Number of bytes that are consumed by the container on this filesystem.

Filesystem Capacity Number of bytes that can be consumed by the container on this filesystem.

Filesystem Utilization Percentage of Filesystem Usage / Filesystem Capacity.

Filesystem Inodes Usage
Filesystem Inodes Total

Filesystem Inodes Utilization
Filesystem Read Bytes Rate
Filesystem Write Bytes Rate
Filesystem Read Rate

Filesystem Write Rate

Number of Inodes that are consumed by the container on this filesystem.

Number of Inodes that can be consumed by the container on this

filesystem.

Percentage of Filesystem Inodes Usage / Filesystem Inodes Capacity.

Filesystem read bytes per second.
Filesystem write bytes per second.
Filesystem read counts per second.

Filesystem write counts per second.
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Docker Swarm metrics

Container metrics
Table 7. Container metrics

Metric name

Description

CPU Utilization

CPU Time Used

CPU Throttled Time
Memory Page Fault
Memory Consumed
Memory Utilization
Memory Pageln Rate
Memory PageOut Rate
Disk Read Bytes

Disk Write Bytes

Disk Transfer Rate
Network Send Packets
Network Receive Packets
Network Send Bytes
Network Receive Bytes

CPU utilization.
Total CPU time that a container used.

Total time that a container's CPU usage was throttled.

Total page fault count of a container's Memory.
Total memory consumed of a container in bytes.
Memory utilization.

Total page in count of a container's Memory.
Total page out count of a container's Memory.
Total disk read bytes.

Total disk write bytes.

Sum of total disk read and write bytes.

Total network send packets count.

Total network receive packets count.

Total network send bytes.

Total network receive bytes.

Network Inbound Dropped Packets Total dropped packet count of all the packets coming into the container.

Network Outbound Dropped Total dropped packet count of all the packets going out from the container.

Packets

Sum of network send bytes and receive bytes per seconds during a
specific period.

Network Transfer Rate

Rules

NOTE: Foglight 7.1.0 uses Alarm Templates to gather alarm rules into a domain-specific template that is
easily modified and applied to targets. Alarm rules can be modified using the Alarm Templates dashboard.

Foglight for Container Management allows you to create flexible rules that can be applied to complex interrelated
data from multiple sources within your clusters. You can associate several different actions with a rule, configure a
rule so that it does not fire repeatedly, and associate a rule with schedules to define when it should be evaluated or
not.

Different types of data can be used in rules, including registry variables, raw metrics, derived metrics, and topology
object properties.

There are two types of rules: simple rules and multiple-severity rules. A simple rule has a single condition, and can
be in one of three states: Fire, Undefined, or Normal. A multiple-severity rule can have up to five severity levels:
Undefined, Fatal, Critical, Warning, and Normal.

Rule conditions are regularly evaluated against monitoring data (metrics and topology object properties collected
from your monitored environment and transformed into a standard format). Therefore, the state of the rule can
change if the data changes. For example, if a set of monitoring data matches a simple rule’s condition, the rule
enters the Fire state. If the next set does not match the condition, the rule exits the Fire state and enters the
Normal state.
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Rules can be configured to send emails, pager messages, or perform other actions you define. Performance data
can be viewed and analyzed using Foglight for Container Management.

Foglight for Container Management includes a number of predefined rules used to monitor the health of your
container clusters. You are allowed to modify these rules to satisfy your different requirements. Many of these rules
listed and described in this section have thresholds defined within them. Those thresholds include standard
deviations, utilization percentages, and so on, are default values predefined in the registry.

For information on customizing alarms templates and rule, refera to Modifying alarms and threshold values and
Customization.

Kubernetes

All rules are controlled by registry variable Kubernetes:AlertSensitivity. If the value is 0, then no alarm can be fired.
If the value is 1, warning level alarm can be fired. If the value is above 1, then all level alarm can be fired.

Kubernetes Administrator email address can be configured in Registry Variable KubernetesAdmin.

Health Check

Kubernetes Pod Health Check

Purpose

This rule detects abnormal Pod health status and fires alarm for different severity abnormal health status.

Scope
KubePod

Conditions and Severities

Conditions Severity Action

Pods that is in Failed or Unknown status. Or the node Critical Send email to Kubernetes
which is running the pod gets disconnected. Administrator.

Pods that is in CrashLoopBackOff status. Warning None

Kubernetes Pod Health Check (Pending Phase)

Purpose

This rule detects Pods that stays in pending phase for an abnormal long time.

Scope
KubePod

Conditions and Severities

Conditions Severity Action

Pods that is pending for two continuous data submission Critical Send email to Kubernetes
periods because of Failed to schedule to Node. Administrator.

Pods that is pending for two continuous data submission Warning None

periods because container is not ready.
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Kubernetes Container Health Check

Purpose

This rule detects abnormal Container health status and fires alarm for different severity abnormal health status.

Scope

KubeContainer

Conditions and Severities

Conditions Severity Action

Container that is terminated for abnormal reasons. Critical Send email to Kubernetes
Administrator.

Kubernetes Node Health Check

Purpose

This rule detects abnormal Node health status and fires alarm for different severity abnormal health status.

Scope
KubeNode

Conditions and Severities

Conditions Severity Action

Nodes that is not Ready or out of disk or network Critical Send email to Kubernetes
unavailable. Administrator.

Nodes whose memory or disk is under pressure. Warning None

Kubernetes Deployment Health Check

Purpose

This rule detects abnormal Deployment health status and fires alarm for different severity abnormal health status.

Scope

KubeDeployment

Conditions and Severities

Conditions Severity Action
Deployment is not available. Critical Send email to Kubernetes
Administrator.
Deployment has failed to create some of the replicated Warning None
pods.
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Kubernetes Daemon Set Health Check

Purpose

This rule detects abnormal Daemon Set health status and fires alarm for different severity abnormal health status.

Scope

KubeDaemonSet

Conditions and Severities

Conditions Severity Action

Some of the pods created by the Daemon Set is not Critical Send email to Kubernetes
available or mis-scheduled. Administrator.

The daemon set doesn’t have enough replicated pods Warning None

running that meets its desired replicated pods count.

Kubernetes Job Health Check

Purpose

This rule detects abnormal Job health status and fires alarm for different severity abnormal health status.

Scope
KubedJob

Conditions and Severities

Conditions Severity Action

Job that is failed. Warning None

Kubernetes Persistent Volume Health Check

Purpose

This rule detects abnormal Persistent Volume health status and fires alarm for different severity abnormal health
status.

Scope

KubePersistentVolume

Conditions and Severities

Conditions Severity Action
Persistent Volume that is in failed status. Warning None
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Kubernetes Persistent Volume Claim Health Check

Purpose

This rule detects abnormal Persistent Volume Claim health status and fires alarm for different severity abnormal
health status.

Scope

KubePersistentVolumeClaim

Conditions and Severities

Conditions Severity Action

Persistent Volume Claim that is in failed status. Warning None

Kubernetes Persistent Volume Claim Health Check (Long Pending)

Purpose

This rule detects abnormal long pending Persistent Volume Claim and fires alarm for different severities.

Scope

KubePersistentVolumeClaim

Conditions and Severities

Conditions Severity Action

Persistent Volume Claim that is pending for two continuous Critical None
data submission periods.

Kubernetes Container Restart for Termination with Invalid State

Purpose

This rule checks for container that restarted and previously terminated in an invalid state within the last 12 hours.

Scope

KubeContainer

Conditions and Severities

Conditions Severity Action
Container that restarted and previously terminated in an Critical Send email to Kubernetes
invalid state within the last 12 hours. Administrator
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Usage

; | NOTE: All the Pod usage related rules are disabled by default, these rules are used as default values or
examples for the customers to customize their different kinds of workloads. For how to customize the rules,
refer to Customization on page 95.

Kubernetes Pod CPU Utilization

Purpose

This rule detects abnormal CPU Utilization for Pods, and fires alarm on different severities. It is disabled by default.
You can customize it and enable it based on your different requirements. For more details about customization,
refer to Customization on page 95. You can also change value of the registry variables or use your own value to
change the threshold of each severities. This rule only works for those Pods that configures CPU limit.

Scope
KubePodCpu

Conditions and Severities

. . Threshold .
Conditions Severity (Registry Variable)* Action
Pods whose usage is about to reach the limit, Fatal Kubernetes:PodCpu Send email to
the ration is above the value configured in fatal UtilizationFatal Kubernetes
Threshold. Administrator
Pods whose usage is about to reach the limit, Critical Kubernetes:PodCpu None
the ration is above the value configured in UtilizationCritical
critical Threshold.
Pods whose usage is about to reach the limit, Warning Kubernetes:PodCpu None
the ration is above the value configured in UtilizationWarning

warning Threshold.

*Note: the unit is percentage.

Kubernetes Pod Memory Utilization

Purpose

This rule detects abnormal Memory Utilization for Pods, and fires alarm on different severities. It is disabled by
default. You can customize it and enable it based on your different requirements. For more details about
customization, refer to Customization on page 95. You can also change value of the registry variables or use your
own value to change the threshold of each severities. This rule only works for those Pods that configures Memory
limit.

Scope

KubePodMemory
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Conditions and Severities

Threshold (Registry

Conditions Severity Variable)* Action

Pods whose usage is about to reach the limit, Fatal Kubernetes:PodMemory Send email to
the ration is above the value configured in fatal UtilizationFatal Kubernetes
Threshold. Administrator
Pods whose usage is about to reach the limit, Critical Kubernetes:PodMemory None

the ration is above the value configured in UtilizationCritical

critical Threshold.

Pods whose usage is about to reach the limit, Warning Kubernetes:PodMemory None

the ration is above the value configured in UtilizationWarning

warning Threshold.

*Note: the unit is percentage.

Kubernetes Pod CPU Usage

Purpose

This rule detects abnormal CPU Usage for Pods, and fires alarm on different severities. It is disabled by default.
You can customize it and enable it based on your different requirements. For more details about customization,

refer to Customization on page 95. You can also change value of the registry variables or use your own value to
change the threshold of each severities.

Scope
KubePodCpu

Conditions and Severities

Threshold (Registry

Conditions Severity Variable)* Action

Pods whose usage is above the value Fatal Kubernetes:PodCpu  Send email to

configured in fatal Threshold. UsageFatal Kubernetes
Administrator

Pods whose usage is above the value Critical Kubernetes:PodCpu None

configured in critical Threshold. UsagecCritical

Pods whose usage is above the value Warning Kubernetes:PodCpu None

configured in warning Threshold. UsageWarning

*Note: the unit is millicores/second.

Kubernetes Pod Memory Usage

Purpose

This rule detects abnormal Memory Usage for Pods, and fires alarm on different severities. It is disabled by
default. You can customize it and enable it based on your different requirements. For more details about
customization, refer to Customization on page 95. You can also change value of the registry variables or use your
own value to change the threshold of each severities.

Scope

KubePodMemory
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Conditions and Severities

Threshold (Registry

Conditions Severity Variable)* Action

Pods whose usage is above the value Fatal Kubernetes:PodMemory Send email to

configured in fatal Threshold. UsageFatal Kubernetes
Administrator

Pods whose usage is above the value Critical Kubernetes:PodMemory None

configured in critical Threshold. UsageCritical

Pods whose usage is above the value Warning Kubernetes:PodMemory None

configured in warning Threshold. UsageWarning

*Note: the unit is bytes.

Kubernetes Pod Network Receive

Purpose

This rule detects abnormal Network Receive Rate in bytes/second for Pods, and fire alarm on different severities.
It is disabled by default. You can customize it and enable it based on your different requirements. For more details
about customization, refer to Customization on page 95. You can also change value of the registry variables or use
your own value to change the threshold of each severities.

Scope
KubePodNetwork

Conditions and Severities

Threshold (Registry

Conditions Severity Variable)* Action

Pods whose usage is above the value Fatal Kubernetes:PodNetwork Send email to

configured in fatal Threshold. ReceiveFatal Kubernetes
Administrator

Pods whose usage is above the value Critical Kubernetes:PodNetwork None

configured in critical Threshold. ReceiveCritical

Pods whose usage is above the value Warning Kubernetes:PodNetwork None

configured in warning Threshold. ReceiveWarning

*Note: the unit is bytes/second.

Kubernetes Pod Network Send

Purpose

This rule detects abnormal Network Send Rate in bytes/second for Pods, and fire alarm on different severities. It is
disabled by default. You can customize it and enable it based on your different requirements. For more details
about customization, refer to Customization on page 95. You can also change value of the registry variables or use
your own value to change the threshold of each severities.

Scope
KubePodNetwork
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Conditions and Severities

Threshold (Registry

Conditions Severity Variable)* Action

Pods whose usage is above the value Fatal Kubernetes:PodNetwork Send email to

configured in fatal Threshold. SendFatal Kubernetes
Administrator

Pods whose usage is above the value Critical Kubernetes:PodNetwork None

configured in critical Threshold. SendCritical

Pods whose usage is above the value Warning Kubernetes:PodNetwork None

configured in warning Threshold. SendWarning

*Note: the unit is bytes/second.

Kubernetes Pod Filesystem Utilization

Purpose

This rule checks kubernetes pod filesystem utilization to see if it reaches the defined threshold. The filesystem
utilization rule only works for pod that configures filesystem limit.

Scope
KubePodStorage

Conditions and Severities

Threshold (Registry

Conditions Severity Variable)* Action

Pods whose usage is about to reach the limit, Fatal Kubernetes: Send email to
the ration is above the value configured in fatal PodFilesystemUtilization Kubernetes
Threshold. Fatal Administrator
Pods whose usage is about to reach the limit, Critical Kubernetes: None

the ration is above the value configured in PodFilesystemUtilization

critical Threshold. Critical

Pods whose usage is about to reach the limit, Warning Kubernetes: None

the ration is above the value configured in PodFilesystemUtilization

warning Threshold. Warning

*Note: the unit is percentage.

Kubernetes Node CPU Utilization

Purpose

This rule detects abnormal CPU Utilization for Nodes, and fire alarm on different severities. It is enabled by default.
You can change value of the registry variables or use your own value to change the threshold of each severities.
Scope

KubeNodeCpu
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Conditions and Severities

Threshold (Registry

Conditions Severity Variable)* Action
Nodes whose utilization is above the value Fatal Kubernetes:NodeCpu Send email to
configured in fatal Threshold. UtilizationFatal Kubernetes
Administrator
Nodes whose utilization is above the value Critical Kubernetes:NodeCpu None
configured in critical Threshold. UtilizationCritical
Nodes whose utilization is above the value Warning Kubernetes:NodeCpu None
configured in warning Threshold. UtilizationWarning

*Note: the unit is percentage.

Kubernetes Node Memory Utilization

Purpose

This rule detects abnormal Memory Utilization for Nodes, and fire alarm on different severities. It is enabled by
default. You can change value of the registry variables or use your own value to change the threshold of each
severities.

Scope

KubeNodeMemory

Conditions and Severities

Threshold (Registry

Conditions Severity Variable)* Action
Nodes whose utilization is above the value Fatal Kubernetes:NodeMemory Send email to
configured in fatal Threshold. UtilizationFatal Kubernetes
Administrator
Nodes whose utilization is above the value Critical Kubernetes:NodeMemory None
configured in critical Threshold. UtilizationCritical
Nodes whose utilization is above the value Warning Kubernetes:NodeMemory None
configured in warning Threshold. UtilizationWarning

*Note: the unit is percentage.

Kubernetes Node Network Receive

Purpose

This rule detects abnormal Network Receive Rate in bytes/second for Nodes, and fire alarm on different severities.
It is enabled by default. You can change value of the registry variables or use your own value to change the
threshold of each severities.

Scope
KubeNodeNetwork
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Conditions and Severities

Threshold (Registry

Conditions Severity Variable)* Action
Nodes whose utilization is above the value Fatal Kubernetes:NodeNetwork Send email to
configured in fatal Threshold. ReceiveFatal Kubernetes
Administrator
Nodes whose utilization is above the value Critical Kubernetes:NodeNetwork None
configured in critical Threshold. ReceiveCritical
Nodes whose utilization is above the value Warning Kubernetes:NodeNetwork None
configured in warning Threshold. ReceiveWarning

*Note: the unit is bytes/second.

Kubernetes Node Network Send

Purpose

This rule detects abnormal Network Send Rate in bytes/second for Nodes, and fire alarm on different severities. It
is enabled by default. You can change value of the registry variables or use your own value to change the
threshold of each severities.

Scope
KubeNodeNetwork

Conditions and Severities

Threshold (Registry

Conditions Severity Variable)* Action
Nodes whose utilization is above the value Fatal Kubernetes:NodeNetwork Send email to
configured in fatal Threshold. SendFatal Kubernetes
Administrator
Nodes whose utilization is above the value Critical Kubernetes:NodeNetwork None
configured in critical Threshold. SendCritical
Nodes whose utilization is above the value Warning Kubernetes:NodeNetwork None
configured in warning Threshold. SendWarning

*Note: the unit is bytes/second.

Kubernetes Node Network Transfer

Purpose

Periodically check Kubernetes node Network Transfer Rate in bytes/second, if the value is too high and changes
too much, then an alarm will be triggered.

Scope

KubeNodeNetwork
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Conditions and Severities

Threshold (Registry

Conditions Severity Variable)* Action
Nodes whose usage is about to reach the limit, Fatal Kubernetes: Send email to
the ration is above the value configured in fatal NodeNetworkTransferFat Kubernetes
Threshold. al Administrator
Nodes whose usage is about to reach the limit, Critical Kubernetes: None

the ration is above the value configured in NodeNetworkTransferCriti

critical Threshold. cal

Nodes whose usage is about to reach the limit, Warning Kubernetes: None

the ration is above the value configured in NodeNetworkTransferWar

warning Threshold. ning

*Note: the unit is bytes/second.

Kubernetes Node Filesystem Utilization

Purpose

Periodically check Kubernetes node Filesystem Utilization, if the value is too high and changes too much, then an
alarm will be triggered.

Scope
KubeNodeFilesystem

Conditions and Severities

Threshold (Registry

Conditions Severity Variable)* Action
Nodes whose usage is about to reach the limit, Fatal KubeNodeFilesystemUtili Send email to
the ration is above the value configured in fatal zationFatal Kubernetes
Threshold. Administrator
Nodes whose usage is about to reach the limit, Critical KubeNodeFilesystemUtili None

the ration is above the value configured in zationCritical

critical Threshold.

Nodes whose usage is about to reach the limit, Warning KubeNodeFilesystemUtili None

the ration is above the value configured in zationWarning

warning Threshold.

*Note: the unit is percentage.

Kubernetes Container CPU Utilization

Purpose

This rule checks Kubernetes container CPU utilization to see if it reaches the defined threshold. The CPU
utilization rule only works for container that configures CPU limit.

Scope

KubeContainerCpu
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Conditions and Severities

Threshold (Registry

Conditions Severity Variable)* Action
Containers whose usage is about to reach the Fatal Kubernetes:ContainerCpu Send email to
limit, the ration is above the value configured in UtilizationFatal Kubernetes
fatal Threshold. Administrator
Containers whose usage is about to reach the Critical Kubernetes:ContainerCpu None

limit, the ration is above the value configured in UtilizationCritical

critical Threshold.

Containers whose usage is about to reach the Warning Kubernetes:ContainerCpu None

limit, the ration is above the value configured in
warning Threshold.

*Note: the unit is percentage.

Kubernetes Container Memory Utilization

Purpose

This rule checks Kubernetes container Memory utilization to see if it reaches the defined threshold. The Memory

UtilizationWarning

utilization rule only works for container that configures Memory limit.

Scope

KubeContainerMemory

Conditions and Severities

Threshold (Registry

Conditions Severity Variable)* Action
Containers whose usage is about to reach the Fatal Kubernetes: Send email to
limit, the ration is above the value configured in ContainerMemoryUltilizati Kubernetes
fatal Threshold. onFatal Administrator
Containers whose usage is about to reach the Critical Kubernetes: None

limit, the ration is above the value configured in ContainerMemoryUltilizati

critical Threshold. onCritical

Containers whose usage is about to reach the Warning Kubernetes: None

limit, the ration is above the value configured in ContainerMemoryUltilizati

warning Threshold. onWarning

*Note: the unit is percentage.

Container Cost Cluster Budget Over Spending

Purpose

Detecting container cluster whose budget is over spending.

Scope

AbstractKubernetesClusterCost
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Conditions and Severities

Threshold (Registry

Conditions Severity Variable)* Action
Cluster current month cost which is about to Fatal ContainerCost:OverBudg Send email to
reach the limit, the ration is above the value etFatal Kubernetes
configured in fatal Threshold. ContainerCostAdmin Administrator
Cluster current month cost which is about to Critical ContainerCost:OverBudg None

reach the limit, the ration is above the value etCritical

configured in critical Threshold.

Cluster current month cost which is aboutto ~ Warning ContainerCost:OverBudg None

reach the limit, the ration is above the value
configured in warning Threshold.

*Note: the unit is percentage.

Docker Swarm

etWarning

All rules are controlled by registry variable Docker:AlertSensitivity. If the value is 0, then no alarm can be fired. If
the value is 1, warning level alarm can be fired. If the value is above 1, then all level alarm can be fired.

Docker Swarm Administrator email address can be configured in Registry Variable Docker:DockerAdmin.

Health Check

Docker Container Status

Purpose

This rule detects abnormal Container health status and fires alarm for different severity abnormal health status.

Scope

DockerContainer

Conditions and Severities

Conditions

Severity Action

Container that is already stopped for abnormal reason.

Docker Container Status - Paused

Purpose

Critical Send email to Docker
Swarm Administrator

This rule detects abnormal long-time paused Container and fires alarm for different severity abnormal health

status.

Scope

DockerContainer
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Conditions and Severities

Conditions Severity Action
Container paused for two continuous data submission Warning None
periods.

Docker Service Status

Purpose

This rule detects abnormal Docker Swarm Service health status and fires alarm for different severity abnormal
health status.

Scope

DockerService

Conditions and Severities

Conditions Severity Action

Missing some of the replicated task running for this Critical Send email to Docker
service. Swarm Administrator
Docker Task Status

Purpose

This rule detects abnormal Docker Swarm Task health status and fires alarm for different severity abnormal health
status.

Scope
DockerTask

Conditions and Severities

Conditions Severity Action

Task that is in failed, orphaned or remove status. Critical Send email to Docker
Swarm Administrator

Docker Task Status -- pending

Purpose

This rule detects abnormal long-time pending Docker Swarm Task and fires alarm for different severity abnormal
health status.

Scope

DockerTask
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Conditions and Severities

Conditions Severity Action

Task that is in pending status for two continuous data Warning None
submission periods.

Usage

Docker Swarm Container CPU Utilization

Purpose

This rule detects abnormal CPU Utilization for Docker Swarm Containers, and fire alarm on different severities. It
is disabled by default. You can customize it and enable it based on your different requirements. For more details
about customization, refer to Customization on page 95. You can also change value of the registry variables or use
your own value to change the threshold of each severities. This rule only works for those Containers that
configures CPU limit.

Scope
DockerContainerCPU

Conditions and Severities

Threshold (Registry

Conditions Severity Variable)* Action
Container whose usage is about to reach the limit, Fatal Docker:ContainerCpu  Send email to
the ration is above the value configured in fatal UtilizationFatal Kubernetes
Threshold. Administrator
Pods whose usage is about to reach the limit, the Critical Docker:ContainerCpu None

ration is above the value configured in critical UtilizationCritical

Threshold.

Pods whose usage is about to reach the limit, the Warning Docker:ContainerCpu None

ration is above the value configured in warning UtilizationWarning

Threshold.

*Note: the unit is percentage.
Docker Swarm Container Memory Utilization

Purpose

This rule detects abnormal Memory Utilization for Docker Swarm Containers, and fire alarm on different severities.
It is disabled by default. You can customize it and enable it based on your different requirements. For more details
about customization, refer to Customization on page 95. You can also change value of the registry variables or use
your own value to change the threshold of each severities. This rule only works for those Containers that

configures Memory limit.

Scope

DockerContainerMemory
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Conditions and Severities

Threshold (Registry

Conditions Severity Variable)* Action
Container whose usage is about to reach the Fatal Docker:ContainerMemory Send email to
limit, the ration is above the value configured in UtilizationFatal Kubernetes
fatal Threshold. Administrator
Pods whose usage is about to reach the limit,  Critical Docker:ContainerMemory None

the ration is above the value configured in UtilizationCritical

critical Threshold.

Pods whose usage is about to reach the limit, ~ Warning Docker:ContainerMemory None

the ration is above the value configured in UtilizationWarning

warning Threshold.

*Note: the unit is percentage.

Modifying alarms and threshold values

IMPORTANT: Avoid editing rules in the Administration > Rules & Notifications > Rule Management
dashboard. Default rules may be modified during regular software updates and your edits will be lost. Always
use the Alarm Templates dashboard.

You can and should modify the thresholds associated with alarms to better suit your environment. If you find that
alarms are firing for conditions that you consider to be acceptable, you can change the threshold values that
trigger the alarm. You can also enable or disable severity levels to better suit your environment.

When a rule has severity levels, a Threshold section appears in the Alarm Settings tab showing the severity levels
and bounds by agent. Many rules, such as Baseline rules, do not have severity levels and thresholds.

When editing thresholds, ensure that the new values make sense in context with the other threshold values. For
most metrics, threshold values are set so that Warning < Critical < Fatal. However, in metrics where normal
performance has a higher value, the threshold values are reversed: Warning > Critical > Fatal.

To change alarm status and threshold values:

i | IMPORTANT: The procedure below is a summary. Refer to Viewing, Creating, and Managing
Alarm Templates in the Foglight 7.1.0 User Guide for more information on editing alarm templates
for more information on working with alarm templates.

1 In the Navigation panel, click Alarm Templates.
2 If you have previously configured an alarm template, select that template.

Otherwise, click the Factory Template to view the default rules. Duplicate the factory template to make an
editable copy, selecting the appropriate domains.

3 Click the appropriate domain tab.
4 Scroll or search to find the alarm rule you want to edit. Click the rule to select it.

Edit the rules using the procedure described in Viewing, Creating, and Managing Alarm Templates in
the Foglight 7.1.0 User Guide

Customization

To customize a rule, Rule Scope and Condition will be used frequently.
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To access Rule Scope and Condition, do the following:

1

Under Dashboards, click Administration > Rules & Notifications > Rules, then click on the rule and

select View and Edit.

Click Rule Editor on the Rule Detail popup dialog box. Then click Continue on the Confirm Edit Rule

popup dialog box.

On the Rule Editor dashboard, Rule Scope can be located on the Rule Definition tab and Condition can

be located on the Condition & Actions tab.

Figure 56. Rule Scope

T Rules > Rule Editor @ Saturday, March 14, 2020 1:56:53 PM - 2:56:53 PM 60 minutes v | [ Reports
Rule Definition | Condition & Actions | Schedules | Behavior | Rule Variables
Basic Information Description {Optional}
Rule Name: Rule Description:
Kubemetes Container CPU Utilization This rule checks kubemetes container CPU utilization to see if it
reaches the defined threshold. The CPU utilization rule only works
Rule Type: for container that configures CPU limit.
Multiple-Severity Rule
Cartridge Name({Cartridge Version): : o
Kubemetes-Agent (3.0.0) Alarm Description:
Rule Triggering:
Time Driven
@) Data Driven
Event Driven
Schedule Driven
Rule Scope
Cartridges: | Kubemetes-Agent ¥ | Topology Type: | KubeContainerCpu v Property: | — Properties - v A \y &

KubeContainerCpu

Test Result
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Figure 57. Condition

t Rules » Rule Editor @~ Saturday, March 14, 2020 1:56:53 PM - 2:56:53 PM 60 minutes w | [&] Reports |

Rule Definition | Condition & Actions | Schedules || Behavior | Rule Variables

Run Condition Query
Rule Mame: Kubemetes Container CPU Utilization
Rule Type: Multiple-Severity Rule

€3 Fatal z
£ Critical &
=) opy condition/alarm from... E) Copy variablesfactions from...

Fﬂnd\]o” Severity Level Variables | Email Notification & Recovery Actions \

| [ Activate |

¥ Insert Metrics for evaluation Alarm Message:

Availsble Rule Logic Operations, Click to Tnsert: #(lick to insert preconfigured Foglight Registry Variables
Example: Inserting the Foglight System Variable “@foglight_rule_name’ will add the name
e L[ < (=] =]l0D L L]l =] configured on the Rule Definition tab into the alarms message
if (registry("Kubernetes:AlertSensitivity”) > 1) £ The CPU utilization @cpultilization®% of container @containerlame of pod
return false; @podiame in namespace @namespacelName in duster @dlusterName
1 reaches critical thresholds @aiticalThreshold%. Ku b
return #cpultilization# > registry( Kubernetes: ContainerCpuUtilizationCritical’)

\,\\./Tal Rule Logic J

/b, Waming A4
& Normal -2
© Undefined(Not Adtive) *

ernetes

Filter Pods by Cluster

Finding Pods inside cluster “kubecluster”, enter following statement in the Scope of a rule, and choose KubePod
as the Topology Type in the Rule Scope.

KubePod where namespace.cluster.name='kubecluster'

Filter Pods by Namespace

Finding Pods inside namespace “default” of Cluster “kubecluster”, enter following statement in the Scope of a rule,
and choose KubePod as the Topology Type in the Rule Scope.

KubePod where namespace.cluster.name='kubecluster' and namespace.name='test'

Filter Nodes by Cluster

Finding Nodes inside cluster “kubecluster”, enter following statement in the Scope of a rule, and choose
KubeNode as the Topology Type in the Rule Scope.

KubeNode where cluster.name='nancyakscluster'

Filter Pod by Labels

Find Pods with labels “run=nginx” and “env=prod” among all clusters, enter following statement in the Scope of a
rule, and choose KubePod as the Topology Type in the Rule Scope.

KubePod where labels.key='run' and labels.value='nginx-rollingupdate' and
labels.key="env’ and labels.value='prod’

If you want to find Pods by labels in namespace “test” of cluster “kubecluster”, you can append and
namespace.cluster.name="kubecluster' and namespace.name="'test' tothe end of above
statement.
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Filter Node by Labels

Find Nodes with labels “env=prod” among all clusters, enter following statement in the Scope of a rule, and choose
KubeNode as the Topology Type in the Rule Scope.

KubeNode where labels.key='env' and labels.value='prod'

If you want to find Nodes by labels in cluster “kubecluster”, you can append and
cluster.name="kubecluster ' to the end of above statement.

Filter Pod Metrics by Pod Labels

Find Pods Metrics with labels “run=nginx” and “env=prod” among all clusters, enter following statement in the
Scope of a rule, and choose KubeHeapsterMetrics as the Topology Type in the Rule Scope.

KubePod.metrics where object.labels.key="run' and object.labels.value="nginx’ and
object.labels.key="env' and object.labels.value=’prod’

If you want to find Pods by labels in namespace “test” of cluster “kubecluster”, you can append and
namespace.cluster.name="kubecluster' and namespace.name="test ' to the end of above
statement.

Filter Nodes Metrics by Node Labels

Find Node Metrics with labels “env=prod” among all clusters, enter following statement in the Scope of a rule, and
choose KubeHeapsterMetrics as the Topology Type in the Rule Scope.

KubeNode.metrics where object.labels.key='env' and object.labels.value="prod’

If you want to find Nodes by labels in cluster “kubecluster”, you can append and
cluster.name="kubecluster ' to the end of above statement.

Docker Swarm

Filter Container by Swarm Cluster

Find Containers in cluster “dockercluster”, enter following statement in the Scope of a rule, and choose
DockerContainer as the Topology Type in the Rule Scope.

DockerContainer where dockerSwarm.service.cluster.name='kicakdscluster'

Filter Container by Labels

Find Containers with labels “com.docker.stack.namespace=nginx” and “env=prod” among all clusters, enter
following statement in the Scope of a rule, and choose DockerContainer as the Topology Type in the Rule Scope.

DockerContainer where labels.key='com.docker.stack.namespace' and
labels.value='nginx' and labels.key='env' and labels.value='prod'

If you want to find Containers by labels in cluster “swarmcluster”, you can append and
dockerSwarm.service.cluster.name="'kicakdscluster' to the end of above statement.

Filter Docker Host by Swarm Cluster

Find Docker Hosts in cluster “dockercluster”, enter following statement in the Scope of a rule, and choose
DockerHost as the Topology Type in the Rule Scope.

DockerHost where dockerSwarmNodeInfo.node.cluster.name='kicakdscluster'

Filter Container CPU Usage by Container Labels

Find Container CPU Usage by container labels “com.docker.stack.namespace=nginx” and “env=prod” among all
clusters, enter following statement in the Scope of a rule, and choose DockerContainerCPU as the Topology Type
in the Rule Scope.
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DockerContainerCPU where container.labels.key='com.docker.stack.namespace' and
container.labels.value="'nginx' and container.labels.key="'env' and
container.labels.value="prod'

If you want to find Containers by labels in cluster “swarmcluster”, you can append and
container.dockerSwarm.service.cluster.name="kicakdscluster' to the end of above statement.

Filter Container Memory Usage by Container Labels

Find Container CPU Usage by container labels “com.docker.stack.namespace=nginx” and “env=prod” among all
clusters, enter following statement in the Scope of a rule, and choose DockerContainerMemory as the Topology
Type in the Rule Scope.

DockerContainerMemory where container.labels.key='com.docker.stack.namespace' and
container.labels.value="'nginx' and container.labels.key="'env' and
container.labels.value="prod'

If you want to find Containers by labels in cluster “swarmcluster”, you can append and
container.dockerSwarm.service.cluster.name="kicakdscluster' to the end of above statement.
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About Us

Quest creates software solutions that make the benefits of new technology real in an increasingly complex IT
landscape. From database and systems management, to Active Directory and Office 365 management, and cyber
security resilience, Quest helps customers solve their next IT challenge now. Around the globe, more than 130,000
companies and 95% of the Fortune 500 count on Quest to deliver proactive management and monitoring for the
next enterprise initiative, find the next solution for complex Microsoft challenges and stay ahead of the next threat.
Quest Software. Where next meets now. For more information, visit https://www.quest.com/.

Technical support resources

Technical support is available to Quest customers with a valid maintenance contract and customers who have trial
versions. You can access the Quest Support Portal at https://support.quest.com.

The Support Portal provides self-help tools you can use to solve problems quickly and independently, 24 hours a
day, 365 days a year. The Support Portal enables you to:

* Submit and manage a Service Request.

* View Knowledge Base articles.

¢ Sign up for product notifications.

* Download software and technical documentation.
* View how-to-videos.

* Engage in community discussions.

* Chat with support engineers online.

* View services to assist you with your product.
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