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Executive Summary

This paper provides information about how to set up Quest” QoreStor™ as a backup target for Veeam®
Backup & Replication™ software.

For additional information, see the QoreStor documentation and other data management application best
practices whitepapers for your specific QoreStor version at:

https://support.quest.com/qorestor/

i NOTE: The QoreStor and Veeam screenshots used in this document may vary slightly, depending on
the QoreStor and Veeam versions you are using.



Configuring QoreStor as a
CIFS/NFS Repository

Creating a CIFS container for use with Veeam

Creating an NFS container for use with Veeam
e Configuring Rapid CIFS for Veeam
e Creating a backup job with the QoreStor system as a target

Setting up QoreStor system replication

Creating a CIFS container for use with
Veeam

To create a CIFS container for use with Veeam

1 In the left navigation, click Containers, and then click Add container.

Figure 1: QoreStor Containers page

1 Da ard Containers (0) Version System Status

Containers 6.0.0.670 Healthy

0

No Containers Available

Add Container




2 Inthe Add Container dialog, enter a container Name, select a Storage Group or leave the
DefaultGroup, and then from the Protocol drop-down menu select NAS (NFS, CIFS). Click Next.

Figure 2: Add Container window

Add Container

3 In the Protocols drop-down menu, select CIFS. Leave Marker Type on Auto, then click Next.
Figure 3: Add Container window - Protocols

Add Container

[[] selectanl

[] nFs
CIFS




4 If needed, fill in the CIFS Client Access options, and then click Next.

Figure 4: Add Container window — Client Access

Add Container

CIFS Client Access

O Open (allow all clients)

. Create client access list

Prev

NOTE: For improved security, Quest recommends adding IP addresses for only Veeam

servers/proxies.

5 Optionally, enable the Recycle Bin feature, and then click Next.

For more information, see the QoreStor User Guide.

Figure 5: Add Container window — Recycle Bin

Add Container




6 Confirm the settings and click Finish. Confirm that the container is added.

Figure 6: Add Container window - Summary

Add Container

£ Container Summary

Name:
sample

Storage Group:

DefaultGroup

Protocol:
MNAS

Marker:
Auto

£ Connection Summary
Protocol CIFS:

Client /

Open

Adding the QoreStor CIFS container as a
repository in Veeam

E To maximize the QoreStor and Veeam deduplication savings and performance, Quest

recommends using the settings provided in this guide for all the data being backed up.

The backup data will change format completely when backup settings are changed. Hence, to
get accurate savings numbers, all the data should be backed up with same settings.

To add the QoreStor CIFS container as a repository in Veeam
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Open the Veeam Backup & Replication console.

If using Veeam 9.5 U3 or earlier, select the dropdown Menu and click General Options

On the 1/0 Control tab, select Enable parallel processing and click OK. This option is missing in

Veeam 9.5 U4 and later as it is automatically enabled by default.

Figure 7: Veeam 1/0 control options

I/0 Control | E-mail Settings | SNMP Settings | Notifications | History |

E Enable parallel processing

Makes backup, replication and restore jobs process multiple virtual disks and
virtual machines in parallel, rather than sequentially.

B CiE o e e

Define desired primary storage latency limits to ensure running jobs do not
impact storage availability to production workloads.

Stop assigning new tasks to datastore at: 20 }M ms

Throttle /0 of existing tasks at: ms

Set custom thresholds on individual datastores Configure...

In the Backup Infrastructure section, right-click Backup Repositories, and select Add Backup

Repository.

Figure 8: Veeam Backup Repository page

S

.

VEEAM BACKUP AND REPLICATION
BACKUP REPOSITORY
x = S
S =
= A

Remove | Rescan Upgrade

Repository Repository Repository | Repository

Manage Repository Tools

BACKUP INFRASTRUCTURE Q. Typeinan object name to search for

NAME 4 TYPE HOST PATH
Default Backup Rep... Windows DMA-serverite.. CABackup
source CIFS \\10.250241.23.

(Z1 Managed servers
b 5 VMware vSphere
[F2e Microsolt Windows

CAPACITY FREE  DESCRIPTION
599768 797GB  Created by Veeam Backup
7878 60TB  Created by DMA-SERVER1\Administrator at 3/2/2...
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5 Enter a name for the QoreStor container repository and click Next.

Figure 9: Veeam Edit Backup Repository window - Name

Manme
5. T it & nusme Snd descapbon fat this Backup reposton.

Hame:

Tupe I
5 Diescription:

hava Coenbed by FAMATELS W 2V E WA dminisshol st 952472015 953 AM.
Fiepositony
wPiowses NFS
Rieview
fpply

P Neot: || Frah || Concs

6 Select Shared folder as the type of backup repository and click Next.

Figure 10: Veeam New Backup Repository window - Type

Type
Chacee: type: of backup repasstons you want o creale,

©) Miciosoit Windows server (s ded)

Microgol windove: waith iteinal of diectly attached thorage. Data mive ploces: rnnng
iﬂmhmmhmm;mMMM shows bnks

) Linux server [recommended)

Lirne sonver wath mlemal, diect, altached, o mounbed NFS Mdeamnrmmm
chiectly on the sever sbows o moee efficient backups, stpecisly oves thow Inks.

® Shaied foldes
CIFS [SMEB) share. 'When backing up over slow lnks. we tecommernsd that you specly a galeway
servet locabied in the came tite with the shaced folder

) Deduphcating storage apphance
Aatvanced inlegeation with EMC D.sta Domain, ExaGnd ard HP Shotelince. For basic infegration,
i the Shaiad folded option above.
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7

In the Shared folder field, enter the QoreStor container share UNC path (or TCP/IP address to

replace hostname), select the Gateway Server, and click Next.

Figure 11: Veeam Edit Backup Repository window - Share

Share

Type n UNC path to share [mapped divves are not supported), speciy share access credential and how backup jobs should
v data 1o this shese.

Hame Shared lokdet .
[\\10 250,241 22T scumce | | Bugwen

Type:

D " [ e e i

ldl Crodertislz. [ B Advariatislor (idmincitestor st edbed 9157 | | A |

Riapositony
Manags scoounls

wPowet HFS
Rviews

Gsteway senver.
Feckr ® Automaiic selectin

O The ipowing server

.Tl.\l.'.:cnm "

Uit this opiion ba imgeave performance and rekabilly of Backup b 8 NAG kecsted in &
remele she.

s o> || B ] [

8 Customize the repository settings by clicking Advanced.

Figure 12: Veeam Edit Backup Repository window - Repository

Repositary
Type i path 1o the folder whene backup fles thould be stored. and 5ot seposdton losd contnol options.
Hame Location
1 Path b lokdes
L. [\WI0.250 241 2Z5hsmurce ]
s —— [ o |
fwedw Fropas -
Pt NFS Load contedl
Fiviow Runeing oo many concusient jobs agaire the same ispastony reduces averall parformance. and
may caue storage |40 opseations to Emeoul. Contnol repibony satusabon with the lolowing
Apgly [ Limit mapamum corcument bagks boc a4 E
[T Lamit combined dats este bec | EMB.‘:
e e —
[ ¢Pevios || Net> || Feih || Cacdl |
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NOTE: For the maximum concurrent jobs supported for CIFS/NFS, see the QoreStor Interoperability
Guide. The maximum concurrent tasks also depend upon the number of CPU cores of Veeam

Servers or proxies.

9 Select the Decompress backup data blocks before storing and Align backup file data blocks

options:

NOTE: Deselecting the Decompress backup data blocks before storing or the Align backup files data
blocks option can negatively impact your overall storage savings and performance. Quest does not

recommend changing these settings after data has been written to QoreStor.

Figure 13: Veeam storage compatibility settings for data blocks

Edit Backup Repository

— Repository
Type in path to the folder where backup files should be stored, and set repository load control options.

Name Storage Compatibility Settings
7
Type Align backup file data blocks
Allows to achieve better deduplication ratio on deduplicating storage devices
Server leveraging constant block size deduplication. Increases the backup size when
backing up to raw disk storage. Populate
Repasitary | Decompress backup data blocks before storing

VM data is compressed by backup proxy according to the backup job

Mount Server compression settings to minimize LAN traffic. Uncompressing the data before

. storing allows for achieving better deduplication ratic on most deduplicating =rformance,
Review storage appliances at the cost of backup performance. iing settings:
This repository is backed by rotated hard drives

Appl
[ Backup jobs pointing to this repesitory will tolerate the disappearance of

previcus backup files by creating new full backup, clean up backup files no
lenger under retention on the newly inserted hard drives, and track backup
repository location across unintended drive letter changes.

Use per-VM backup files
Per-WM backup files may improve performance with storage devices benefiting
from multiple I/0 streams. This is the recommended setting when backing up to

deduplicating storage appliances.
Corce

< Previous Mext » Finish Cancel

If you change the setting for the Align backup file data blocks option after backups
are taken, it will impact the deduplication savings for future backups.

10 Check the Use Per-VM backup files option and Click OK:

The Per-VM backup file option causes a per-restore point backup file to be created. In other words,

this causes each VM’s restore point to be placed in a dedicated backup file.



Figure 14: Veeam storage compatibility settings for VM backup files

MNew Backup Repository

Typeing

MNatre

Server
Repaositony
tlount Server
Rewviews

Apply

Storage Compatibility Settings -

Align backup file data blocks
Allowws to achieve better deduplication ratio on deduplicating storage devices

leveraging constant block size deduplication. Increases the backup size when
backing up to raw disk storage.

Decompress backup data blocks before storing
Wi data is compressed by backup proxy according to the backup job
compression settings to minimize LAM traffic, Uncompressing the data before

staring allowss for achieving better deduplication ratio on maost deduplicating
storage appliances at the cost of backup performance.

Use per-YM backup files

Per-Wh backup files may improwve performance with storage devices benefiting
from multiple I/0 streams. This is the recommended setting when backing up t

deduplicating storage appliances,
l QK I Cancel

(o

e overall performance,
the fallowing settings:

Click Advanced to customize repository settings

NOTE: If using Veeam 9.5 U3 or earlier, confirmed that you selected Enable parallel data

NOTE: The Use Per-VM backup files option allows multiple write streams within a single job with

parallel processing enabled. Quest recommends selecting this option as it dramatically improves

1

processing in Step 3.
1

overall job backup performance.
11 Click Next.

12 To use the Instant Recovery feature, select Enable vPower NFS server (recommended).



Figure 15: Veeam Edit Backup Repository window — vPower NFS

wPower NFS

Specihy vFower HFS settings. vFower NFS enables sunning vitual mackines deectly from backup fles. alowing for advarced
turctionalty such a Inslant VM Recovery, Surelackugp, onrdemand sandbox, UWAIR and mule 05 e level reslore.

Harme HFS

Type [ Enatle vPoveer HFS serves frecommended]

=y [This seeven |

Specy vPomer NPS root fokder Wite cache vl be thored in this fokder. Make sure the

Repaskory selected vohume hat o least 1068 of fiee dek snace avalable
) =

Review

Hpply

Chick Manage to change vPower NFS managesmert pod
Chck. Ports 1o chargs vPowsr NFS service poits
[ <Povious B Mets || Frah | [ Concel |

13 On the review page, verify the settings, and click Next to apply changes.

Figure 16: Veeam Edit Backup Repository window - Review

- Review
Pleats ieview the seltings, ard chick Next o condirue.
Hame Backup repositony propettics.
Reposiery type: CIFS
Type
Mourt host: This server
Shase Account Administrator
Repasioey Backup folder. \W10.250.241. 229 source
Power NFS Wit throughput Hot limited
M paralel tasks: 4
Thee Following vl b d on server Thiz seaves
aiad Inatalisn alieady exists
wPoweet NFS aleady exists
Impot guast i spsbem index
< Previous e > Finih Cancel
14 Click Finish.
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Figure 17: Veeam Edit Backup Repository window - Apply

Edit Backup Repository -

= Apply
:i Flease wait whils backup ieposiorny is created and saved in configuration. This may tale & lew minues...

Hame Leg

Mezzage Dration
Type (0 Regitenng chert RAMATE LAWT 2VE ler package vPowet NFS
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Shate
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& Detecting server corliguration

Repositcey
& Recorfiguing vPower NFS service

vPower NFS (& Creating configueation database records for installed pack ages
(S Crasting dstshace recatds fot rapatiteey

i & Bachup repository has besn sdded successhily
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Creating an NFS container for use

with Veeam

To create an NFS container for use with Veeam

1 In the left navigation, click Containers, and then click Add container.

Figure 18: QoreStor Containers page

Containers (0) Version System Status
6.0.0.670 Healthy

0

No Containers Available

Add Container




2 Inthe Add Container dialog, enter a container Name, select a Storage Group or leave the
DefaultGroup, and then from the Protocol drop down menu select NAS (NFS, CIFS). Click Next.

Figure 19: Add Container window

Add Container

3 In the Protocols drop-down menu, select NFS. Leave Marker Type on Auto, then click Next.

Figure 20: Add Container window - Protocols

[] selectall

NFS
[] cirs
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4

If needed, fill in the NFS Client Access options and click Next.

Figure 21: Add Container window — Client Access

Add Container

Client Access

o Read Write Access

. Read Only Access

NFS Client Access

o Open (allow all clients)
. Create client access list

Prev

NOTE: For improved security, Quest recommends adding IP addresses for only Veeam
servers/proxies.

Optionally, enable the Recycle Bin feature, and then click Next. For more information, see the
QoreStor User Guide.

Figure 22: Add Container — Recycle Bin

Add Container




6 Confirm the settings and click Finish. Confirm that the container is added.

Figure 23: Add Container - Summary

Add Container

£ Container Summary
Name:
sample

Storage Group:

DefaultGroup

Protocol:
NAS

Marker:
Auto

£ Connection Summa ry

Protocol NFS:

Options:

Read/Write

Root Mapping:
Administrator

Client

Open

Adding the QoreStor NFS container as a

repository in Veeam

NOTE: The Veeam Server is supported on Windows only. To configure an NFS container from
QoreStor as a backup repository, use a Linux server for mounting the NFS container.

Setting Up Quest® QoreStor™ with Veeam® Backup & Replication™
Configuring QoreStor as a CIFS/NFS Repository
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To maximize the QoreStor and Veeam deduplication savings and performance,
Quest recommends using the settings provided in this guide for all the data being backed up.

The backup data will change format completely when backup settings are changed. Hence, to
get accurate savings numbers, all the data should be backed up with same settings.

To add the QoreStor NFS container as a repository in Veeam
1 Open the Veeam Backup & Replication console.
2 |If using Veeam 9.5 U3 or earlier, select the dropdown Menu and click General Options
3 Onthe I/O Control tab, select Enable parallel processing and click OK. This option is missing in

Veeam 9.5 U4 and later as it is automatically enabled by default.

Figure 24: Veeam parallel processing options
Options .

/0 Control | E-mail Settings | SNMP Settings | Notifications | Histery |

i Enable parallel processing

Makes backup, replication and restore jobs process multiple virtual disks and
virtual machines in parallel, rather than sequentially.

S TTER———————

Define desired primary storage latency limits to ensure running jobs do not
impact storage availability to production workloads.

20
20 o=

g =

Configure...

oK Cancel




In the Backup Infrastructure section, right-click Backup Repositories, and select Add Backup
Repository.

Figure 25: Veeam Backup Repository page

VEEAM BACKUP AND REPLICATION

BACKUP REPOSITORY

= = = =

=N x = S

= s =

Add  Edt  Remove | Rescen Upgrade
Repository Repository Repository | Repository
Manage Repository Tools

BACKUP INFRASTRUCTURE Q. Type inan object name tosearch for X

H Backup Prosies NAME & TYPE HOST PATH CApACITY FREE  DESCRIPTION

5 Boct b Defut achup Rep. Windows DMA-sererite.. ChBackup 599768 T97GE Created by Veeam Backup
i
£ Scaleo e ol s0UTCE CIFS \\10.250241.23... 7878 608 Created by DMA-SERVERT\Administrator at 3/2/2...

€3 WAN Acceleators
{2 Service providers
4 1 SueBackup
7 Applcation Groups
& VitualLabs
4 (%1 Managed servers
> (B Muare vSphere
[F2e Microsoft Windows

Enter a name for the QoreStor container repository and click Next.

Figure 26: Veeam Edit Backup Repository window - Name

Harme
g Ty i & e snd descnption bat this backup reposton.

Hama:
Isnur:a
Type
s Descrption:
hbke Craabed by FUAMATELA MW 2VE\Administishor st 372472015 353 AM.
Rlepositony
wPowses NFS
Rievinw
Apply

Frarcas Hety | Fresh | [ Conew
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6 Select Linux Server (recommended) as the type of backup repository, and then click Next.

Figure 27: Veeam New Backup Repository window - Type

Type
g Ohoase type of backup reposton you wart 1o creste.

Marve © Microsolt Windows server (recommended)

Microsoft Windows server with inbemal or dimctly attached sicrage. Dota maver process running
_ directly on the sarver allows for improved backoup efficency, especially aver slow inks.

'® Linum server (recommended)
Repostory Lirwo: server with intemal, drectly aftached. or mounted NES storage Diata mover process nunning
drectly on the server alows for more effcient backups, especially over siow ks
wPower NFS
() Shared folder
Review CIFS (SMB) shars. Whan backing up over siow lrks, we recommand that you spacfy 3 gatewsy
Aoy server localed in the same sle wilh the shaned folder.

' Deduplicating storage appliance

Advanced integration with EMC Data Domain. EaGnd and HP StoeOncs:. For basic inbegration.
use the Shares folder option sbave.
[<Povos | [ Nees> || <o

7 Complete one of the following options, and then click Next:

e Under Repository server, enter the name of the repository on the Linux server and click Add

New.

e |If you previously added it, select the server from the list.

Figure 28: Veeam New Backup Repository window - Server

— Choge server backing pous seposion:. Yow can select serves from the st of managed servers added to the conole
=

Hame Reposhony server
[10.250.213 24 (Ciested by DMA-SERVER \Adwarustiatos &t 2/22/20165.56 4 + | [ AddNew |

[E—— ™ : Comey P [ Fondes
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Mount the QoreStor NFS Container onto a Linux server.

Figure 29: Mounting the container in the Linux command line

Under Location, enter the container mount path. To customize the repository settings, click

Advanced.

Figure 30: Veeam New Backup Repository window - Repository

Mew Backup Repository -
a Repository
[
ﬂ Ty in psths bo thes Bolder whate basckup fles should be slorsd, and sal repositeny load coniral options

Nama Location
I ‘ath 1o Foldes:
i Mrwideid Beowita
Servel t Capaciy Fopulate
i Free 3
Reepersitony paca
EEE Lowd conticl

Feunring boo mary concument jobs against the same nepositony reduces overall perfomance, and
may calite storages |0 opssations 1o limsout. Conrod repositony sahuration with the following
o] Lk msceimann concimmnt bazks: b 4

Limst combsned data rate b M8/

Chick Advanced o customize reposhon settings [ Advanced

= =

NOTE: For the maximum concurrent jobs supported for CIFS/NFS, see the QoreStor Interoperability
Guide. The maximum concurrent tasks also depend upon the number of CPU cores of Veeam

Servers or proxies.

Check the Decompress backup data blocks before storing and Align backup file data blocks

options:

NOTE: Deselecting the Decompress backup data blocks before storing or the Align backup files data
blocks option can negatively impact your overall storage savings and performance. Quest does not
recommend changing these settings after data has been written to QoreStor.



Figure 31: Veeam storage compatibility settings for data blocks

Edit Backup Repository

_ Repository
Type in path to the folder where backup files should be stored, and set repository load control optiens.

Narme Storage Compatibility Settings -
Type Align backup file data blocks
Allows to achieve better deduplication ratio on deduplicating storage devices
Server leveraging constant block size deduplication. Increases the backup size when
G P P
backing up to raw disk storage. Populate
Repository | Decompress backup data blocks before storing

VM data is compressed by backup proxy according to the backup job
compression settings to minimize LAN traffic, Uncompressing the data before
storing allows for achieving better deduplication ratio on most deduplicating
storage appliances at the cost of backup performance.

[] This repository is backed by rotated hard drives

Backup jobs pointing to this repository will tolerate the disappearance of
previous backup files by creating new full backup, clean up backup files no
longer under retention on the newly inserted hard drives, and track backup
repository location across unintended drive letter changes.

Use per-VM backup files

Mount Server

erformance,
fing settings:

Review

Apply

Per-VM backup files may improve performance with storage devices benefiting
from multiple /0 streams. This is the recommended setting when backing up to
deduplicating storage appliances.

Cancel

< Previous Next > Finish Cancel

If you change the setting for the Align backup file data blocks option after backups
are taken, it will impact the deduplication savings for future backups.

11 Check the Use Per-VM backup files option and Click OK:

The Per-VM backup file option causes a per-restore point backup file to be created. In other words,
this causes each VM’s restore point to be placed in a dedicated backup file.

Figure 32: Veeam storage compatibility settings for VM backup files

New Backup Repository

Ty;e ing Storage Compatibility Settings -

Align backup file data blocks

Name Allows to achieve better deduplication ratio on deduplicating storage devices
leveraging constant block size deduplication, Increases the backup size when
backing up to raw disk storage,

Server
Decompress backup data blacks before storing

Repository WM data is compressed by backup proxy according to the backup job

compression settings to rinirmize LA traffic, Uncompressing the data before
Wount Server storing allows far achieving better deduplication ratio an most deduplicating

storage appliances at the cost of backup performance,
Review e overall perfarmance,

the following settings:

Apply

T Use per-M backup files

Per-WM backup files may improve performance with storage dewices benefiting
frarm multiple |70 strearns, This is the recammended setting when backing up t

haeag_dzduplicating starage appliances.
I 0K l Cancel

Click Advanced to customize repository settings




NOTE: If using Veeam 9.5 U3 or earlier, confirmed that you selected Enable parallel data
processing in Step 3.

1 NOTE: The Use Per-VM backup files option allows multiple write streams within a single job with
parallel processing enabled. Quest recommends selecting this option as it dramatically improves
overall job backup performance.

12 Click Next.

13 Optionally, to use the Instant Recovery feature, select Enable vPower NFS service on the mount
server (recommended), and then click Next.

Figure 33: Veeam New Backup Repository window — Mount Server

Mount Server

Sy & server o mount Backaups o for fe-bevel nestones. vPowest NFS senace alow for g wvitussl machnes dinectly feoen
backup flsz. enablrg advanced funcionslly such a1 Instert WM Recovery, Sunellackup and OniDiemand Sandbox

| DA-sarver] beslad ocama loesl [Backup served)

] Enable vPower NFS service on the moun! serves iecommended)

Specdy vPower NFS vaite cache kcation on the mount server, Make e the selected volume
haz enough hee disk space svadable to siore changed ditk bock:s of inslantly iecovered YWMs.

Foldar: [ limeanciva | | Boowee. |

Chck Porty o change NFS sanver ard backup mount Esbersr pos:
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14 On the review page, verify the settings, and click Next to apply changes.

Figure 34: Veeam New Backup Repository window — Mount Server

Review
|
E:I:+:t Pleasis review e selfings. and chek Newd 1o contimue.
=
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_ Thes hollowang cemporssris will ba pioceszsed o sanver DiS-tener] testad ocama local

Aocky Traneport aleady exists
wFower NFS already exsls
Moud Server already exisls

(] Import esiating backups aubomalicaly

Imact grasd Bla spstsm mdex

15 Click Finish.

Figure 35: Veeam Editor Backup Repository window - Apply

Apply
Pleazs wait while backup reposion is created and saved in configuration. This may takos a few minuter...
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ey
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Configuring Rapid CIFS for Veeam

Rapid CIFS is a Quest developed protocol that accelerates writes to CIFS shares on the QoreStor system.
This is done by only sending unique data to the appliance. This usually causes significant network savings

and even sometimes performance boosts.

Windows prerequisite

The Media Agent OS must be the 64-bit version of Windows 2008 R2, 2012/R2, 2016, or 2019.

i NOTE: For the accelerator to work properly, the backup traffic must go directly to the QoreStor system. For
Veeam, you should install RDCIFS on the Veeam Proxy pushing the data. Install location can depend on transport
mode used. For network mode it is installed on the Veeam server itself. For HotAdd mode it needs to be installed
on the HotAdd proxy in the virtual environment. For SAN mode it needs to be installed on the Veeam
Server/Proxy which has direct access to the SAN storage. For Off-Host it needs to be installed on the Veeam
Proxy pushing the data, for On-host it should be installed on the Hyper-V server or cluster being backed up.

Installing Rapid CIFS on a Veeam Windows
Proxy

The Secure Connect feature is a set of client and server components that creates a secure channel for
QoreStor communication with WAN-connected clients that is also resilient to WAN outages. This is generally

only suggested for use over WAN.

i NOTE: Rapid CIFS should only be installed on a Veeam server or Proxy.

To install Rapid CIFS on a Veeam Windows proxy
1 Download the MSI to the Server/Proxy from support.quest.com/qorestor/ and select your version.
2 On the support page for your product, click Software Downloads.

3 For the RDCIFS plugin for your QoreStor version, click the Download icon to download the installer

package (.exe file).



4 Run the EXE and follow the instructions in the installation wizard as shown in the screenshots below.

Click Next on the first screen.

Figure 36: Rapid CIFS Filter Driver Setup Wizard Welcome screen

tiw Quest Rapid CIFS Filter Driver - Setup Wizard

Welcome to the Setup Wizard for Quest Rapid
CIFS Filter Driver

The Setup Wizard will install Quest Rapid CIFS Filter Driver on
your computer. Click Next to continue or Cancel to exit the
Setup Wizard.

WARNING: This program is protected by copyright law and
international treaties.

<Back [ Net> |[ cancel |

5 Read and accept the license agreement to proceed. Click Next when ready.

Figure 37: Rapid CIFS Filter Driver license agreement

iir Quest Rapid CIFS Filter Driver - Setup Wizard

License Agreement
Please read the following license agreement carefully. Q U e St
Software Transaction Agreement ~

PLEASE READ THIS AGREEMENT CAREFULLY BEFORE USING THIS PRODUCT. BY
DOWNLOADING, INSTALLING OR USING THIS PRODUCT, YOU ACCEPT AND AGREE TO
THE TERMS AND CONDITIONS OF THIS AGREEMENT. FOR ORDERS PLACED OUTSIDE
THE UNITED STATES OF AMERICA, PLEASE GO TO <http://quest.com/legal/sta.aspx>
TO VIEW THE APPLICABLE VERSION OF THIS AGREEMENT FOR YOUR REGION. IF YOU
DO NOT AGREE TO THE TERMS AND CONDITIONS OF THIS AGREEMENT OR THE
APPLICABLE VERSION OF THIS AGREEMENT FOR YOUR REGION, DO NOT DOWNLOAD,
INSTALL OR USE THIS PRODUCT. IF YOU HAVE A SIGNED AGREEMENT WITH PROVIDER
THAT IS SPECIFICALLY REFERENCED IN AN ORDER THAT IS EXECUTED BETWEEN YOU
AND PROVIDER. THEN THAT SIGNED AGREEMENT WILL SUPERSEDE THIS AGREEMENT.

®1 accept the terms in the license agreement:

(O 1 do not accept the terms in the license agreement

v

InstallShield

[ <Bak || Next> || cancel
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6

7

If installing with Secure Connect for WAN, select Install a secure connection and click Next.

Figure 38: Rapid CIFS Filter Driver Setup Wizard — Configure Secure Connect

iig- Quest Rapid CIFS Filter Driver - Setup Wizard

Configure Secure Connect Q U eSt

Secure Connect feature ensures backups to QoreStor are complete, despite slow and unreliable
WAN connections. Secure Connect sets up a Secure Reliable connection between the local dient
using TLS v. 1.2 using 256-bit encryption that has auto reconnection capabilities to ensure
backups complete successfully. Ensure a user is created on QoreStor that has secure connect
privileges enabled to complete the configuration.

When selecting this option further configuration is required at the next step of the installation.
Secure Connect will not function without the configuration. The configuration settings can be
changed at any time after the installation with usage of the "Repair” option of this installer.

[J1nstall a secure connection

InstallShield

[ <Back |[ Next> | [ concel |

If installing with Secure Connect insert the IP/FQDN. The Display Name field will auto populate

from the IP/FQDN field. The default username and password is backup_user and StOr@ge! (with a

zero in place of the letter O).

Figure 39: Rapid CIFS Filter Driver Setup Wizard - IP/FQDN credentials

i~ Quest Rapid CIFS Filter Driver - Setup Wizard

Configure Secure Connect
This configuration is used to setup secure connection to QoreStor server. Q UeSt

IP/FQDN - Enter a real IP address or FQDN of the remote QoreStor server.

Display name - Create a name to refer to the QoreStor server. All secured connections to
QoreStor will use this name. It must not match the real hostname of the QoreStor machine!

Username /Password - Enter username and password for QoreStor user with CIFS role.

IP/FQDN: |Qorestor
Display name: ~ |QoreStor-5C
User name: [badcup_user

Password: || ooooooool

Without this configuration secured connection to any QoreStor SMB share cannot be created.
All fields are required.

InstallShield

| <Bak |  Next> || cancel |
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NOTE: When accessing the share from this server use the Display Name when accessing the
share to leverage Secure Connect. I.E //QoreStor-SC/share

Use the normal IP/FQDN to access WITHOUT secure connect.
8 Click Next.
Figure 40: Rapid CIFS Filter Driver Setup Wizard — Confirm Installation
Confirm installation Quest

The installer is ready to install Quest Rapid CIFS Filter Driver on your computer.

Click "Next" to start the installation.

<Back || Next> Cancel |

9 After the install finishes click Finish.

You can optionally verify that the “rdcifsfd” driver is loaded automatically; this can be checked by
using the command fltme.

Figure 41: Administrator Command Prompt verification

oo Administrator: Command Prompt

icrosoft Windows [Uersion 6.2.92881
{c) 2812 Microsoft Corporation. All rights reserved.

SUserssAdministrator>f ltmc
Num Instances Altitude
381680

135888
46886

sUzerssAdministrator>




Creating a backup job with the
QoreStor system as a target

To create a backup job with the QoreStor system as a target

1

On the Backup & Replication menu, go to Jobs > Backup, and right-click Backup to create a new

backup job.

Figure 42: Veeam Backup page

& VEEAM BACKUP AND REPLICATION

= HOME VIEW

=
Y EH HEH AL @

Backup Replication Backup VM File  Restore Import  Failover

Job Job Copy Copy Copy Backup Plan
Primary Jobs Auxiliary Jobs Restore Failover Plans
BACKUP & REPLICATION Q. Type in an object name to search for
F) Instant Recovery (1) NAME 4 TYPE OBJECTS STATUS
4 Ty Jobs 46} sourcebackup VMware Back.. 1 Stopped
Esad
o B Backuphioa Bckvr |
¥ Disk
4 [G Last24 hours
[} Running (1)
[ Success

Provide the backup job name and click Next.

Figure 43: Veeam New Backup Job window

LASTRESULT  NEXT RUN TARGET

Success <not scheduled> source

Name
= Type in a name and description for this backup job.
e e

| sourcebackugf 1
Virtual Machines
Description:
Sloage Created by DMA-SERVER1\Adrministrator at 3/2/2016 1:17 AM.

Guest Processing

Schedule

Summary

Next > Finish Cancel
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3 Select one or more virtual machines, data stores, resource pools, vApps, SCVMM clusters, etc. for

backup.

Figure 44: Veeam Add Objects window

Storage
Guest Processing
Schedule

Summary

= at automatically changes
Select objects: FE? L
4 @] Hosts and Clusters
4 5 10.250.240.226
|9 Hyd-Datacenter Add...
. e
Production VMs Remove
SAN
Template
veeam-test
4 B 1025021325
b (9 VitualLab -—
(5 dmarthel7-v1

(5 dma-server!
Eﬁ ramtejwl2-v1

Total size:

*- Type in an object name to search for Q 0.0KB
:

4 Select the QoreStor container share as the Backup Repository for this job and click Advanced.

Figure 45: Veeam backup repository

Name

Guest Processing
Schedule

Summary

Storage

&1 Specify processing prosy server to be used for source data retrieval, backup repository to store the backup files produced by this
job and customize advanced job settings if required.

Backup proxy:
[Automatic selection | [ choose...

rBackup repository:
| source (Created by DMA-SERVERT\Administrator at 3/2/2016 1:09.AM ) v
B T Map backup

Retention policy
Restore paints to keep on disk: (5 )

[ Configure secondary destinations for this job

Copy backl.ps p(oducedbyhspblo another backl.p repository, of to tape. Best practices
least 2 back of tion data, with one of them being off-site.

Advanced job settings include backup mode, compression and deduplication, ey
block size, notification settings, automated post-job activity and other settings. O Advanced

| < Previous || Next > H Finish H Cancel |
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5 On the Backup tab, make sure Incremental and Create active full backups periodically is selected.
Set the active full schedule to whatever is needed.

NOTE: Enable Active Full backups once a week with a Veeam Ready Archive QoreStor instance. The
active full backup produces a full backup of a VM as if it was running for the first time. Due to read
performance requirements during the synthetic operation, only use the Synthetic Full backup option
with a Veeam Ready Repository QoreStor instance.
Figure 46: Veeam backup job advanced settings
. X
Advanced Settings - u
Storage
|¥‘ Specify pr Backup I Mainlenancel Storage lNoliﬁcalionsl vSphere l Integration l Sy up files produced by this
= job and cul
Backup mode
O Reverse incremental (slower)
pane Increments are injected into the full backup file, so that the latest
- 5 backup file is always a full backup of the most recent VM state.
Virtual Machines
Incremenlal (recommended)
Increments are saved into new files dependent on previous files in the :]
. chain. Best for backup targets with poor random |/0 performance. bl
Guest Processing X o
[7] Create synthetic full backups periodically Days... Fkup
Schedule
Transform previous backup chains into rollbacks
Summary
Active full backup
EI Create active full backups periodically Best practices
J lem being off-site.
O Monthly on: | First Monday Months...
® ‘Weekly on selected days:
soutey
Save As Defoul
For information on configuring Fast Clone options for Hyper-V 2016 ReFS VM'’s see QoreStor and
Veeam Fast Clone for Hyper-V 2016 backups or Data Copy.

NOTE: Veeam recommends against very long retention combined with infrequent active or synthetic
full backups. Run a full backup at least once a month. For specific recommendations, contact Veeam.
6 On the Storage tab, do the following:
a Under Deduplication, select Enable inline data deduplication.
b Under Compression, set the Level to Dedupe-Friendly.

¢ Under Storage optimizations, set Optimization to Local target (large blocks).



Figure 47: Veeam advanced storage settings
Advanced Settings X

Backup Maintenance 3torade  Naotifications wSphere Integration  Scripts
Data reduction
Enable inline data deduplication {recommended)
Exclude swap file blocks (recommended)
Exclude deleted file blocks {recommended)
Co i

1 el

Dedupe-friendly

Recommended compression level tor deduplicating storage appliances an
external WAN accelerators,

I Local target {large blocks) v I

Required for processing source machines wath disks larger than TOUTE, Lowvest
dedupe ratio and largest incremental backups,

Encryption
[] Enable backup file encryption

Add..,

hanage passuords

Sawve s Default Cancel

NOTE: For best balance between backup performance and deduplication savings it is recommended

to choose these options for all of the backup jobs written to QoreStor.

Normally, Quest recommends turning off encryption, compression, and deduplication in all data
management applications. However, with Veeam, Quest recommends enabling deduplication. This is
because Veeam runs deduplication at larger block sizes, and deduplication of these large blocks
does not heavily impact QoreStor duplication results. In addition, this reduces network bandwidth
utilization when Veeam sends data to the QoreStor system, this benefits the backup performance

overall.



7 Enable any optional settings required by your workflow and click Next.

Figure 48: Veeam New Backup Job window — Guest Processing

Guest Processing
= Chogee guest 05 plocessng oplions avadsbis for nneeg Vil
Harme DEnﬂh applcalion-awaie procesting
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= Cuslomize appheation handing optiors lor ndnidus WM and sppbeains [ Apckcaton |
age |

[ Enable guest file system indaxing
PEEREE I Ciestes cataiog of guest s 1o ensbls biowsing. and 1:click resioees of indrvidual fles.
Iredenarsg i and it not reguated 1o peifons indtsn Be bl iecoenms

Schedhin Customize advanced guest il tystem indesirn opons for ndidual M [ nderp.. |
Surensey Gusad 5 comdeniisl
= e ]
Manags accourts
Cusiomee guest 05 credentsals b mdhadual YiMs and opssating syslems Copdentink: i

H et aChon promy
[Bustomane ;elacbm |: Chooss

I Tead r.-:«.-;_i

8 Schedule the backup and click Create.

Figure 49: Veeam New Backup Job window - Schedule

Schedule
ﬁ Spescy the job schwsduling options. If wou do not set the schedule. the job will need o be contioed manuaby,

Hame ] Bun the job automaticaly o
) ® Deppatthistine:  [1G00PM %:'Em_-.my v||  Days

3 Moeihiy ot thig liere 1I1MPM -- me u][ﬁ;m vl M grihg

) Pesiodcaly everr | 1 u' [ Hours v [ Schedue
) e thas pob | weds] [Created by TESTADVsdminiiralor ot 271772015 4.05AM ) ~
Aulometic: retry
J‘] Rty ladad VM processing [3 E heress

Wwiak balore each relty attempt for 10 3: e

Backup vwardow
: I Tmrariabe job f # ecends abowsd backup vindos Window

|F Ehe pobs doeses recd ccenphabe wathan allacated backup warsdow, i wall be
besminted bo prevert snapchot commit duing production houss

< Previous Create Frih | [ Cancel
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9 Click Finish.

Figure 50: Veeam New Backup Job - Summary

Surmmary
= The job's setings have been saved successhuly. Chck Frash bo st the wizard
Maems Summaty.
’ soupcahackup
Wirtial Machines Tanget Path: \W10.250 241223 scamce
Type: WVidware Backup
Shonage Source deon:
dmaried7-1 [10.250 240 226)
Guest Processing Commare bne to stadt the ob on backup server:
"C-\Program FiesWWesam\B ackup and Fephcation'Backup\Wesam Backup Manager. s backup
Schedule 1d1bE555-cdaT-41a0-b542-1 Je53acE554d

[] Run the job vhen | cick Frash
. :.il‘;ﬂ.: -‘.J--: | I .'::-:ﬁl

10 To Run Backup manually, right-click the backup job configured and select Start.

Figure 51: Veeam backup job start

A

3 0B TOOLS VEEAM BACKUP AND REPLICATION

= HOME VIEW J0B

BHESS uh L OFEX

Start Stop Retry Active Statistics Report  Edit Clone Disable Delete

Full
Job Control Details Manage Job
BACKUP & REPLICATION Q Type in an object name to search for X
F) InstantRecovesy (1) NAME & TYPE OBJECTS STATUS LASTRESULT ~ NEXT RUN TARGET
4 "'—;9‘ Jobs @ sourcebackup Viware | Start | Stopped Success <not scheduled> source
B .
REey i Stop
4 Eé‘ Backups e
¥ D 16 Rety
= Disk .
4 [ Last 24 houss Z5 Active Full
[*} Running (1) ily  Statisties
[3 Success Report
Disable
@ Clone
& Delete
) Edit.
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Setting up QoreStor system
replication

i
1 NOTE: For the steps in this procedure, assume QS1 is the replication source QoreStor system, and QS2 is the
replication target QoreStor system. ‘source’ is the replication source container, and ‘target’ is the replication

target container.

Creating a CIFS/NFS replication session

Create a source container on the source QoreStor system.
2 Create a target container on the target QoreStor system.
On the source QoreStor system, go to the Replications Tab. Click the Add replication button.

Figure 52: QoreStor Replications page

Replications (0) Version m Status
6.0.0.670 Healthy

Replications O

Mo Replications Available

Add replication

4 Select the source Container for Replication and click Next.



Figure 53: Add replication — Source container

Add replication

Source container

o Local

. Remote

source

5 Select the Encryption type for the Source Container and click Next

Figure 54: Add replication - Encryption
Add replication

Encryption

. None

@ &S 128bit

Q© AEs 256bit

6 Enter the target QoreStor systems related information, then click Retrieve Remote Containers.
7 Select a target container from the populated list and click Next.



Figure 55: Add replication — Target container

Add replication

Target container

. Local
0 Remote

‘ admin

8 Specify any Bandwidth Limitations needed in MBps, leaving 0 for unlimited bandwidth. Click Next.

Figure 56: Add replication - Limits

Add replication

Limits

0

9 Verify the Summary and click Finish.



Figure 57: Add replication — Summary

Add replication

source

Machine address

gspl-6300-47.systest.ocarina.local

Finish |

10 Check replication is added successfully and confirm the replication details.
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Restoring from the replication target

NOTE: Before restoring from the target QoreStor system, make sure that the replication session
state is INSYNC on the QoreStor system GUI Replication menu. Stop or delete the replication
session, and make sure that the target QoreStor system container has the CIFS/NFS connection(s)

enabled.

To restore from the replication target

1

Add the target QoreStor system container to the Veeam repository. For instructions, see Creating a
CIFS container for use with Veeam or Creating an NFS container for use with Veeam.Update all
backup jobs that use the source QoreStor system container as a repository and change them to use

the target QoreStor container as the backup repository.

Under Backup & Replication, click Restore, and then select the appropriate restore from backup
options. Click Next.

Figure 58: Veeam Restore Wizard

VEEAM BACKUP AND REPLICATION

v 5 Y P
= = = @
Backup Replication Backup VM  File [Restore fmport  Failover
Job Job Copy Copy Copy packup  Plan
Primary Jobs Auxiliary Jobs Restore Failover Plans
BACKUP & REPLICATION Q Type in an object name to search for
4y Jobs NAME 4 TYPE OBJECTS STATUS LASTRESULT  NEXT RUN TARGET
4 [ Backups
¥, Disk Restore Options B
4 [ Last24 hous What would you like to do? 5 *
[ Success _—
L]
-
=% Restore from backup _$ Restore from replica
B4 =
O Instant VM recover O Failover to replica
Enlire VM (including registiation] 3 O Planned failover

O VM had disks O Faiback to production

O VM files (VMDK, YMX) O Guest files (Windows)

O Guest files (Windows) O Guestfles (other 0S)

O Guest fles (other 0S) O Applcation tems

O Application items
EE BACKUP & REPLICATION <Back Next>
GE‘-g BACKUP INFRASTRUCTURE
VIRTUAL MACHINES
(%5 STORAGE INFRASTRUCTURE
TAPE INFRASTRUCTURE
[ e
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3 Click Add VM and select From backup. Select the VM you want to restore and click Add.

Figure 59: Veeam Backups Browser

Select vitual machine:

ainers from live
Job name Last restore poi VM Restore points count
el gsowwbackup 3/2/2016 1:25:54 AM 1 I
|1 dma-thel7-v1 less than a day ago (1:2... il | ]
2 1
Add VM

———
Point

Ejv Type in an object name to search for

4 Select a Restore Mode and click Next.

Figure 60: Veeam Full VM Restore Wizard

Restore Mode
D ¢ Specify whether selected VMs should be restored back to the original location, of to a new location or with different settings.

Virtual Machines O R to the original |
Quickly initiate restore of selected YMs to the original location, and with the original name
_ and settings. This option minimizes the chance of user input error.
Host Restore to a new location, or with different settings
Customize restored VM location, and change its settings. The wizard will automatically
Resource Pool populate all controls with the original VM settings as the default settings.
Datastore Pick proxy to use
Folder
Network
Reason

[[] Restore VM tags
Select this option to restore VM tags that were assigned to the VM when backup was taken.
[] Quick rollback (restore changed blocks only)

Allows for quick VM recovery in case of guest 0S software problem, or user error. Do not use this
option when recovering from disaster caused by hardware or storage issue, or power loss.

Summary
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5 Provide the Host details as per requirement and click Next.

Figure 61: Veeam Full VM Restore Wizard — VM location

Host

El By default, original host is selected as restore destination for each ¥M. You can change host by selecting desired VM and
clicking Host. Use multi-select (Ctrl-click and Shift-click) to select multiple ¥YMs at once.

Virtual Machines VM location:
Name Host
Restore Mode [ 5 dma-thel7-v1 H 1025021325

Resource Pool

Datastore
Folder
Network
Reason

Summary

Select multiple YMs and click Host to apply changes in bulk.
[eProvious J|_Newy J[ Firisn | [ Cancel |

6 Select the resource pool and click Next.

Figure 62: Veeam Full VM Restore Wizard — Resource Pool

Resource Pool
l By default, original resource pool is selected as restore destination for each VM. You can change resource pool by selecting
desired VM and clicking Pool. Use multi-select (Ctrl-click and Shift-click) to select multiple YMs at once.
Virtual Machines VM resource pook:
Name Resource Pool
Restore Mode E’J dma-thel7-v1 (3 Resources
Host
Datastore
Folder
Network
Reason
Summary
Select multple VMs and click Pool to apply changes in buk.
<Previous | New> I[ Fiish | [ Cancel |
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7 Select the data store and disk type, and then click Next.

Figure 63: Veeam Full VM Restore Wizard - Datastore

Datastore

El By default, original datastore and disk type are selected for each VM file. You can change them by selecting desired VM file, and
clicking Datastore or Disk Type. Use multi-select (Ctrl-click and Shift-click) to select multiple VMs at once.

Virtual Machines Files location:

File Size Datastore Disk type

4 E‘J dma-rhel7-v1

Host E'.I Configuration files datastorel [616.9 GB free]

EJHard disk 1 (dma... 160.0... datastorel [616.9 GB free] Same as source

Restore Mode

Resource Pool
Folder
Network
Reason

Summary

Select multiple YMs to apply settings in bulk. I Datastore. l l Disk Type. J

I<Ple'vi0us II Next > l| Finish II Cancel I

8 Provide the new name for the restored VM by clicking Name, entering a name, and clicking OK. Click
Next.

Figure 64: Veeam Full VM Restore Wizard — Change Name

Full VM Restore Wizard [Exa]

Folder

D l By default, original VM folder is selected as restore destination for each VM. You can change folder by selecting desired VM and
¢ clicking Folder. Use multi-select (Ctrl-click and Shift-click) to select multiple ¥YMs at once.

Virtual Machines
Restore Mode
" Specify how selected VM name should be changed:
ost
Set name to:
Resource Pool [dmahel7-v1
Datastore [v] Add prefix:
|I‘IQW_
Network .
I_restoted
Reason
Summary

Select multiple VMs to apply settings change in bulk.
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9 Select the network location and click Next.

Figure 65: Veeam Full VM Restore Wizard - Network

T
=

Network
By default, restored VM is connected to the same virtual networks as the original VM. If you are restoring to a different location,
specify how original location's networks map to new location's networks.
Virtual Machines Network connections:
Source Target
Restore Mods 4 (FIdmarhel7v1
r 3 WM Network VM Network
Resource Pool
Datastore
Folder
Reason
Summary
Select multiple YMs to apply settings change in bulk. l Network.. I | Disconnected I
< Previous | e I[ Fish | [ Cancel |

10 Provide the reason for the restore and click Next.

Figure 66: Veeam Full VM Restore Wizard - Reason

EI*' Type in the reason for performing this restore operation. This information will be logged in the restore sessions history for later
reference.

Virtual Machines Restore reason:
|

Restore Mode
Host
Resource Pool
Datastore
Folder

Network

Summary

[] Do not show me this page again

< Previous I Next> I[ Finish Il Cancel |
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11 Click Finish.

Figure 67: Veeam Full VM Restore Wizard - Summary

Summary

D l Please review the restore settings before continuing. The restore process will being after you click Finish. Navigate to the
¢ corresponding restore session under History node to monitor the progress.

Virtual Machines Summary:
Proxy: Automatic selection
Restore Mode
Original Vm name: dma-rthel7-v1
Host New VM name: new_dma-thel7-v1_restored
Restore point: less than a day ago (1:27 AM Wednesday 3/2/2016)
A e Pool Target host: 10.250.213.25
SSOUl Target resource pool: Resources
Target VM folder: Discovered virtual machine
Datastore Target datastore: datastorel
Network mapping:
Folder VM Network -> VM Network.
Network
Reason

[V] Power onVM after restoring

[ <Previous | | news || Finsh )| Cancel |

12 After the restore job has been created, you can run the job and monitor it from the Backup &

Replication menu.

Figure 68: Veeam Backup & Replication menu

VM name: dma-rhel7-v1 Status: Success
Restore type:  Full VM Restore Start time:  3/2/2016 3:19:40 AM
Initiated by: ~ DMA-SERVER1\&dministrator Endtime: 3/2/2016 3:34:04 AM
Statistics | Reason | Parameters | Log I
Message Duration A
(2 Using source proxy YMware Backup Proxy [hotadd)
) 6 files to restore (160.0 GB)
() Restoring [datastore1] new_dma-thel7-v1_restored/dma-thel7-v1.vmx 0:00:02
() Restoring file dma-thel7-v1.vmxf (0.4 KB) 0:00:01
() Restoring file dma-thel7-v1.nvram (8.5 KB) 0:00:01
() Registering restored ¥M on host: 10.250.213.25, pool: Resources, folder: Discovere...  0:00:17 -
o Preparing for virtual disks restore 0:00:50 | =
() Restoring Hard disk 1 (160.0 GB): 24.8 GB restored at 38 MB/s 0:11:08
) Powering on restored ¥M 0:00:05
() Restore completed successfully v
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QoreStor for Scale-Out Capacity

e Using QoreStor as a Veeam Scale-Out Capacity Tier via Object Container(S3)
e Creating an Object Container(S3) in QoreStor

Using QoreStor as a Veeam Scale-Out
Capacity Tier via Object Container(S3)

Scale-Out Repositories are a Veeam feature that allows you to transition data from one repository to another
via policies defined in Veeam. This could be used with QoreStor performance tier to move data into a slower
QoreStor tier or with spindled disk to tier initial backups to QoreStor. In this section we will cover using the
new Object Container QoreStor feature to allow Veeam to write via S3 to QoreStor as a scale-out capacity

tier.

Scale-Out repositories work by first creating basic repositories. Then you create a scale-out repository
adding the initial performance tiers and capacity tiers already added as basic repositories.

Creating an Object Container(S3) in
QoreStor

To create an Object Container(S3) in QoreStor

1 From the QoreStor Ul select Containers then click Add Container.



Figure 69: QoreStor Containers page

Containers(2)

Add Container

QSPL-6000-01_CWF-NVBU-RDS s nvstore

NAS (+ CIFS )

DefaultGroup

2 Select the Protocol drop down and set it to Object (S3 Compatible), and then click Next.
Figure 70: Add Container window - Protocol

Add Container

3 Select Unlimited Quota, and then click Next.

Figure 71: Add Container window — Unlimited Quota

Add Container




4 Verify the summary is correct and click Finish.
Figure 72: Add Container window - Summary

Add Container

£ Container Summary

Name:

ObjectContainer

Storage Group:

ObjectStorageGroup

Protocol:

OBJECT

£ Connection Summary
Protocol Object:

Encryption:
Disabled

Quota:

Unlimited

5 The Object Container is now created but we need to create a bucket other than the default. Click the

ellipsis on the container and click Edit.

Figure 73: Object Container actions menu

ObjectContainer
=] Details

pnnection Enable Cloud Tiering
OBJECT Policy
Enable Archive
Tiering Policy

ObjectStorageGroup ¢ Edit

Delete




6 On the Object Container page click Create bucket.

Figure 74: QoreStor — Object Container page

Object Container

Local Storage

Summary

Endpoint

hittps://10.230.98.82:9000 ‘Online

Buckets (1)

default-bucket

7 Name the bucket then click Save.

Figure 75: Create bucket window

Create bucket

sample

Adding the QoreStor Object Container(S3) as
a repository in Veeam

To add the QoreStor Object Container(S3) as a repository in Veeam

1 In the Backup Infrastructure section, right-click Backup Repositories, and select Add Backup
Repository.



Figure 76: Veeam backup repositories

VEEAM BACKUP AND REPLICATION

Repository Repository y
Manage Repository Tools

BACKUP INFRASTRUCTURE Q. Type inan objict name tosearch for

H Backup Prosies NAME & TYPE HOST PATH
£ Backup Fpapeied
£ Scaleoul
3 WAN Accelerators
{2 Service providers
4 (7, SueBackup
1 Application Groups
& Vitual Labs
4 (Z1 Managed servers
> (& YMware vSphere
[Fle Microsot Windows

Default Backup Rep... Windows DMA-serverlte..  CABackup
source CIFS \\10.250241.23...

2 Click Object storage.

Figure 77: Veeam Add Backup Repository

Add Backup Repasitory

Select the type of backup repositony you want to add.

(0

=

Direct attached storace
Microsoft Windows of Linux server with internal or direct attached storage. This configuration enables data
movers to run directly on the server, allowing for fastest performance,

Metwork attached storage

Metwork share on a file server or a NAS device, When backing up to a remote share, we recommend that you

select a gateway server located in the same site with the share,

Deduplicating storage appliance

Dell EMC Data Domain, ExaGrid, HPE StoreOnce or Quanturm DX If you are unable to meet the requirements of

advanced integration via native appliance API, use the network attached storage option instead,

CAPACITY FREE  DESCRIPTION
599.7 GB 79.7GB  Created by Veeam Backup
7878 6.0TB  Created by DMA-SERVERT\Administrator at 3/2/2...
x

J
¥

L0y

Cbject storage

On-prem object storage systerm or a cloud object storage provider, Object storage can only be used as a Capacity

Tier of scale-out backup repositories, backing up directly to object storage is not currently supported,

3 Click S3 Compatible.
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Figure 78: Veeam backup repository object storage options

@ Object Storage

Select the type of object storage youwwant to use as a backup repositony,

|iul 53 Compatible
E Adds an on-prerises object storage systerm or a cloud object storage provider,

awWs  Amazon 53
Adds Amazon cloud object storage, &mazon 53, Amazon 53 Glacier {including Deep Archive) and Amazon
Snowball Edge are supported,

3 Google Cloud Storage
Adds Google Cloud storage, Both Standard and Mearline storage classes are supported,

I(.j IBM Cloud Chject Storage
A Adds IBM Cloud object storage, 53 compatible versions of both an-premises and [BM Cloud storage offerings are
supported,

IA Microsoft Azure Blob Storage
Adds Microsoft Azure blob storage, All tiers of Azure Elob Storage and Azure Data Box are supported,

4 Define an object storage repository device name then click Next.

Figure 79: Veeam storage object name

Mews Object Storage Repositony

Hame
Type in a narme and description for this object storage repositary,

|Object storage repository 2

Account —
Description:

Bucket |

Surnrnary

[ Limit concurrent tasks to: |2 =

Use this setting to limit the maxirmum number of tasks that can be processed concurrently in cases
when your object storage is overloaded or cannot keep up with the nuimber of APl requests issued by
raultiple object storage offload tasks.

< Previous Finish Cancel



5 Under Credentials, click Add.

Figure 80: Veeam storage object account

Iewr Object Storage Repositany bt
Account
I — Specify account to use for connecting to 53 compatible storage system,
iy
Mame Fe_r\.-'ice point:
https:/fhostnarme: 9000 |
Cdecowt e
Bucket |us—east—1 |
Credentials:
Surnrnary
| 4 backup_user (Jast edited: 320 days aga) ~ Add..
Manage cloud accounts
[ Use the fallowing gateway server:
R720-40.systest.ocarinalocal (Backup server) w
Select a gatewway server to proxy access to the object storage systern, If no gateway server is
specified, all scale-out backup repository extents must have direct network access to the storage
systerm,
< Previous Finish Cancel
6 Add the username with the object role in QoreStor in the Access Key line. Add the password for that
user to the Secret line. By default this password is StOr@ge! (The “0” in the password is the numeral
zero).
Figure 81: Veeam storage object account credentials
Credentials X
E Secretkey: |weewsens| .1\|
- |
Description:
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7 Add the QoreStor access information to the Service Point line. This is usually
https://<hostname>:9000 or https://<ipAddress>:9000 then click Next.
Figure 82: Veeam storage object service point

Mew Object Storage Repository *

Account
i%—ia Specify account to use for connecting to 53 compatible storage system,

Mame lSer\.-'ice paint:

httpsiffhostnarme: 9000 |

Cdesurt e

Bucket |us-east-1 |
g Credentials:
ummary i

| & backup_user (last edited: 320 days ago) VI Add.., ]

Manage cloud accounts

[ Use the following gateway server

R720-40.systest.ocarina.local (Backup server)

Select a gateway server to prowy access to the object storage system. If no gateway server is
specified, all scale-out backup repository extents rust have direct netiwork access to the storage
systermn,

< Previous Finish Cancel

8 If you get a certificate security alert, click Continue.

Figure 83: Veeam Certificate Security Alert

Certificate Security Alert >

_=ﬂ Site certificate cannot be verified, Continue amynay?

Remote certificate chain errors:
UntrustedRoot (& certificate chain processed, but terrminated in a root
certificate which is not trusted by the trust proyide

Cancel




9 On the bucket page click Browse... under the bucket line.

Figure 84: Veeam storage object bucket

MNew Object Storage Repositary

x
E Bucket

Ii_? Specify object storage systern bucket to use,
Marne Bucket:

[ | [ Erowse.
Account

Faolder:
ezt | | Erowse..,
Surmmary

[] Limit object storage consumptionta: |10 % 78

This is a soft limit to help contral your object storage spend, If the specified limit is exceeded,
already running backup offioad tasks will be allowed to camplete, but na new tasks will e started.

[0 Make recent backups immutable for (30 % days

Protects recent backups from modification or deletion by ransorware, malicious insiders and

hackers using native object storage capabilities. Object storage must support 53 Object Lock
feature,

< Previous Apply Cance|

10 Select the bucket name created in the Creating an Object Container(S3) in QoreStor section of this
guide. Click OK.

Veeam 85: Veeam storage object bucket options

Select Bucket X

Buckets:

4 Tfl Buckets

default-bucket

=

Cancel




11 Back on the bucket page click Browse... under the folder line.

Figure 86: Veeam storage object bucket folder

MNewy Object Storage Repositary

n Bucket
i17? Specify object storage system bucket to use,

Name Bucket:

\ | [ Browse...
Account

Folder:

Bucket ‘ I e I
Surnrmary

[] Limnit object starage consumptionte: |10 % ' Tp

This is a soft limit ta help contral your abject storage spend. If the specified limit is exceeded,
already running backup offload tasks will be allowed to complets, but na new tasks will be started,

[ Make recent backups immutable for (30 % | days

Protects recent hackups fram modification ar deletion by ransomuware, malicious insiders and

hackers using native object starage capabilities, Object starage must suppart S3 Object Lack
feature.

< Previous Apply Cancel

12 Click New Folder and define a folder name.

Figure 87: Veeam new storage object folder

Select Folder X

Folders;

@ sample

Mesy Folder Cancel



13 Select the newly created folder and click OK.

Figure 88: Veeam storage object with new folder

Select Folder s

Folders:

4[5} sample

& MewFolder

14 Back on the bucket page click OK.

Figure 89: Veeam storage object bucket Apply button

Mew Object Storage Repository

Bucket
Specify object storage system bucket to use,

MNarne Bucket:

|samp|e | Browese..,
Account

Folder:
Bucket |New Folder | | Browvse...
Summary =

[] Limit object starage consumptionta: |10 TE

This is a soft limit to help contral your object storage spend, If the specified limit is exceeded,
already running backup offload tasks will be allowed to cormplete, but no new tasks will be started,

[ Make recent backups irmmutable far 30 5 days

Protects recent backups from modification or deletion by ransomuware, malicious insiders and
hackers using native object storage capabilities. Object storage must support 53 Object Lock
feature,

< Previous Apply Cancel




15 Verify the Summary and click Finish.

Figure 90: Veeam storage object summary

Mewy Ohject Storage Repository

u Summary
i - You can copy the configuration information below for future reference,

%

Name Sumrmary:

Iobject storage repositony was successfully created,
Account Marne: Ohject storage repository 2

Description:
Bucket Type: 53-compatible

Gateway server: not selected

Service point: https//hostname: 5000
Region: us-east-1

Bucket: sample

Concurrent tasks limit: unlimited
Storage consumption limit unlimited
Recent backups will not be immutable

Summary

Adding the Object Container(S3) as a capacity
tier to a Scale-Out repository

To add the Object Container(S3) as a capacity tier to a Scale-Out repository

1 In the Backup Infrastructure section, right-click Scale-out Repositories, and select Add Scale-out
backup repository.



Figure 91: Veeam Scale-out Repository page

Scale-out Repositany

8 B X W | e
Boo & 6l g
Add Scale-out Edit Scale-out  Remowve St Mecess Resc

Repesiteny Repositary  Repositony Permmisssens Rapas

Manage Scale-out Repositary Manage Settings Toe

Ot

Marne T
5, QSPL-4300-

Backup Wnirastoectune

H Backup Prosies
E Backup Repositories
F& External Repositaries
2 [ Scales
o

Add scale-out backup repositone.,. I
Rercan

{75 Service Providers
4 SureBackup
i Application Groups
2 Wirtusl Labs
4 (Z) Managed Servers

5 Vibaare viphere

#oma [

2 Click Next.

Figure 92: Veeam New Scale-out Backup Repository - Name

Mewr Scale-out Backup Repository

Mame
Type in a name and description for this scale-out backup repositong,

=
===
e

Perfarmance Tier

Description:

Created by SYSTESTAdylanr at 5/12/2021 11:07 A,

Placement Policy
Capacity Tier

Surmmary

Finish

Cancel
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3 Add an existing spindled disk Repository or QoreStor Performance Tier based Repository to this page.

Click Next.

Figure 93: Veeam New Scale-out Backup Repository — Performance Tier

Mewr Scale-out Backup Repositony x

A Performance Tier

Select backup repositories to use as the landing zone and for the short-term retention,

Mame Extents:

Performance Tier

= QIPL-6300-07_CWF-Veearn-CIFS Remowe
Placernent Policy

Capacity Tier

Surmmary

Click Advanced to specify additional scale-out backup repository options, Advanced

4 Previous Cancel

4 Set your performance tier placement policy, setting this depends on the number of performance tier

repositories added and resiliency of the backups required. Please reference Veeam documentation.

Figure 94: Veeam New Scale-out Backup Repository — Placement Policy

MNewr Scale-out Backup Repository

Placement Policy

Chonse a backup files placement policy for this performance tier, When mare than one extent matches the placement policy,
backup job will chose extentwith the rmost free disk space awvailable.

MName (®) Data locality

. All dependent backup files are placed on the same extent, For example, incremental backup files will
Perfarmance Tier be stored together with the corresponding full backup file, However, the next full backup file can be

created on another extent (except extents backed by a deduplicating storage).
Placement Palicy

() Performance
Capacity Tier Incremental backup files are placed on a different extent fram the corresponding full backup file,
providing for better backup file transformation performance with raw storage devices, Mote that

Surmnmary losing an extent with a full backup makes restaring from increments impossible,

< Previous Cancel




5 Select Extend scale-out backup repository capacity with object storage, and then do the
following:

a. Select the object storage repository created from Adding the QoreStor Object Container(S3) as a
repository in Veeam.

b. Set the retention age for the object repository, keeping in mind that restores are quicker from a
performance tier.

c. Click Apply.

Do not configure Encryption in Veeam, this will cause QoreStor savings to be
extremely low. Instead configure the Object Container to use encryption in QoreStor.

Figure 95: Veeam New Scale-out Backup Repository — Capacity Tier

Mew Scale-out Backup Repository

Capacity Tier

Specify object storage to copy backups to for redundancy and DR purposes, Older backups can be moved to object storage
ﬁl cornpletely to reduce long-term retention costs while preservding the ability to restore directly frorm offloaded backups,

MNarme Extend scale-out backup repository capacity with object storage:

Performance Tier Ohbject storage repository 2 ~ Add...

Placernent Palicy Define time windows when uploading to capacity tier is allowed Wind ow,.,

Erprcey i [ Copy backyps to object storage as soon as they are created . .
Create additional copy of your backups for added redundancy by having all backups copied to
the capacity tier as soon as they are created on the performance tier,

Surmimary

Mowe backups to object storage as they age out of the operational restore window:

Reduce your long-term retention costs by mowving older backups to object storage completely
wehile preserving the ability irectly frorm offloaded backups,

Mowe backup files older thah |14 2 Says (your operational restore wind o) Owerride...

[ Encrypt data uploaded to object starage

Manage passwords

< Previous Apply Cancel




Verify the Summary and click Finish.

Figure 96: Veeam New Scale-out Backup Repository - Summary

Mewr Scale-out Backup Repository

Summary

Mame

Performance Tier
Placerment Palicy

Capacity Tier

Rewview the scale-out backup repository settings, and click Finish to exit the wizard,

Surmrnary:

Srale-out backup repositony was created successfully]

Mext =

Cancel
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Instant Recovery

e Using Instant Recovery with QoreStor
e Instant Recovery with ESX

e Finalizing Instant Recovery

Using Instant Recovery with QoreStor

Veeam's Instant VM Recovery immediately restores a virtual machine (VM) back into your production
environment by running it directly from the backup file.

Instant VM Recovery uses patented vPower® technology to mount a VM image to a production VMware
vSphere or Microsoft Hyper-V host directly from a compressed and deduplicated backup file.

By default, all changes to virtual disks that take place while the VM is running are logged to auxiliary redo
logs residing on the NFS server (Veeam backup server or backup repository). These changes are discarded
as soon as a restored VM is removed or merged with the original VM data when VM recovery is finalized by
migrating it back to production storage.

Veeam vPower NFS service is a Windows service that runs on a Windows backup repository server and
enables it to act as NFS server.

Instant Recovery with ESX

e Instant Recovery with ESX requires completing the following procedures:Enabling Instant Recovery
with ESX

e Performing Instant Recovery for ESX



Enabling Instant Recovery with ESX

To enable Instant Recovery with ESX
Create a backup job for the required VM as described in Creating an NFS container for use with Veeam, but

set the vPower NFS Datastore in the vPower NFS tab.

1 Select Enable vPower NFS Server on the vPower NFS tab and select the appropriate folder as the

NFS Datastore.
2 Optionally, to configure NFS Datastore on a different Windows server, select it from the drop-down

list and add the host and credentials.

Figure 97: Edit Backup Repository - vPower NFS

Edit Backup Repository -

vPower NFS
-t

Specify vPower NFS settings. vPower NFS enables running virtual machines directly from backup files, allowing for advanced
functionality such as Instant VM Recovery, SureBackup, on-demand sandbox, U-AIR and multi-OS file level restore.

Name vPower NFS

T [Vl Enable vPower NFS server (recommended)

[This server

Share

: Specily vPower NFS root older. Wiite cache will e stored in this folder. Make sure the
Reposioy selected volume has atleast 10GB of fiee disk space avaiable.
WEONSNES) Folder. [£lveeam? | [ Browse... |
Review
Apply

Click Manage to change vPower NFS management port

Click Ports to change vPower NFS service ports

<Previous | [ New> | [ Fiish | [ Cancel |

Performing Instant Recovery for ESX

To perform Instant Recovery for ESX

1 On the console for Veeam Server, click Restore Wizard, select VMware, and then select Instant VM

recovery.



Figure 98: Restore Wizard — Restore Options

Restore Options
‘What would you ke to do? m

Restore from backup Restore from rephca

®) Instant VM recovery () Fadover bo replica
[U'mmm;ﬁﬁm] O Planned fadover

) WM haed disks () Fadback to production

) WM fles [VMDE, VX ) Guest files [Windows)

) Guest fles (windows) ) Guest fles [othes 05)

O Guest fles [other D5 O Apphcation #ems

O Apphcation tems

2 Select the virtual machine to be recovered and click Next.

Figure 99: Instant Recovery — Virtual Machine

virtual Machine
=’ Choose the virtual machine you want to recover.
E==
OGEEEI o ecover_dmahe-v
Restore Point Job name Last restore point VM count Restore points count
4 2 sourcebackup  3/2/20161:2554AM 1

Recovery Mode |ddmarthel7-v1 less than a day ago (1:2... 1 ]
Restore Reason
Ready to Apply
Recovery

Ej- Type in an object name to search for QI

< Previous Next > I Finish I I Cancel |
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3 At the Restore Point step, select the restore point desired.

Figure 100: Instant Recovery — Restore Point

Restore Point

=’ Choose restore point you want to recover the selected virtual machine to.
=
==

Im]

Virtual Machine VM name:  dma-rhel7-v1 Original host:  10.250.240.226

Available restore points:

Recovery Mode

Created Type
Restore Reason | (5 less than a day ago (1:27 AM Wednesday 3/2/2016) Full ]
Ready to &pply
Recovery

4 At the Restore Mode step, select Restore to a new location, or with different settings.

Figure 101: Instant Recovery — Restore Mode

5

Wirtual Machine () Aestore to the ongnal locatio
(Qusckly rstiale pastote of selacted Wi s b the ongnal locahon, snd vath the ongnal nams
s settings. This mnimizes he chance of uer input e

Festces Pomnl

Aestore lo a new location, or with different seltings

Customize restoesd VM kocation, snd changs it setiings. The vizard wil subomaticaly
popudsis sl controls vath He poginal VM sellings at the delsUl sellings.
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5 At the Destination step, select the ESX host on which the VM should be restored instantly. In the
Resource pool box, select the resource pool to which the restored VM should belong.
6 In the Restored VM name field, set the desired VM name.

Figure 102: Instant Recovery - Destination

Destination
~ Choose ESX server to run the recovered virtual machine on. You can choose to power on VM automatically, unless you need to
E=' adjust VM settings first (such as change YM network).
Virtual Machine Host:
[10250213.25 | [ Choose... |
Restore Point
VM folder:
fecoveulode [Discovered virtual machine H Choose... |
Datastore dmarhel?-v1_IR| ]
esource esource:
Restore Reason e O Fp—
Ready to Apply - VitualLab
Recovery
< Previous I Next > I Finish Cancel

7 On the Datastore tab, leave the Redirect virtual disk updates option clear, which will let you use
Storage vMotion to migrate the VM to production after the VM is recovered from the backup.

Figure 103: Instant Recovery - Datastore

Datastore
B‘MH# vitual disk changes of reconvened VM aee slored on vPowes NFS senver, 'You can rediect thess changes Ina
: different datastors. Thas emproves |40 parlotmance, but prevents Stotsge Viobon on v3phere vermons peos b vSphees 510

Viahasl Machine [ Redeect vibusl dok updates
A Pont (TR
E_b_ci.{hm:e_bapd.ﬂt_dr_tuﬂm: T
Recstonn Mosde Diasta
Dielinati =y
Retoin Roason
Ready to Apply
Recorvery
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8

In Ready to Apply screen, select Connect VM to network and Power on VM automatically, and

then click Next.

Figure 104: Instant Recovery — Ready to Apply

Ready to Apply
E=’ Please review the provided settings.
==
=

Virtual Machine Instant recovery settings:
Restore Point VM: dma-thel7-v1, backed up less than a day ago
Recovery Mode Host: 10.250.213.25

Datastore: Disabled
Destination New VM name: dma-thel7-v1_IR
Dalazore After you click Next, the selected VM will be instantly dinto

To finalize the recovery, use Storage YMotion to move running ¥YM to the produdlon storage
Restore Reason Altematively, you can perform cold VM migration during your next maintenance window.

_ If you are performing manual recovery testing, remember to change M network to non-production
before powering on the VM.

Recovery

Make sure original server is powered off. R ing server into production network with
original server still running may affect some applications.

E onnect VM to network
Power on VM automatically

To start Instant VM Recovery, click Finish.

I(Pleviousn Newt> | Frish | [ Cancel |

Figure 105: Instant Recovery - Recovery

Recovery
E=’ Please wait while VM recovery is performed.
Bl
=R

Virtual Machine Log:
. Message Duration
Restore Point () Starting VM dma-thel7-v1_IR recovery
Recoren Meds Qtonnef:th'plohoﬂ10.250.213.25. 0:00:09
(V] Checking if vPower NFS datastore is mounted on host 0:00:46
Destination © Locking backup file
© Publishing VM 0:00:10
Datastore © Updating VM configuration
() Checking free disk space available to vPower NFS server.
Restore Reason © Registering VM 0:00:48
) Powering on VM 0:00:03
feato Aook) ) Updating session history
_ © dmathel7-v1_IR has been recovered successfully
() Waiting for user to start migration

[P | [ e | [ ]
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10 Open vSphere client and make sure that the restored VM is started on the ESX host you selected.

Figure 106: vSphere client
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Windows 2008 Web 1

© @ Web2
5 (3 vmve2.vmiab.ocal
& [ vmiab secondary
= [ vmesa2vmiab.jocal
5 @ Web 1 Recovered
Windows 2008 Web 1
5 @ Web 2 Recovered
1 Windows 2008 Wes 2

Press CTRL + ALT + DELETE to log on

Recent Tasks Name, Target or Status contains: ~ Clear X
Name Target | Status [ Details | nitiated by | vCenter Server | Requested Start Ti...~ | Start Time | Completed Time |
&) Failover Recovery A @ vwvwmiabl. @ Complerd Administator (3 vmeczvmlabl. 1305/20127:2428.. 11052012 7:24:28 ... 11/05/2012 7:37:51 0,

[F Tasks @ Aarms | 2 vCenter Server licenses expirein 20 days |VMLAB\administrator
o - 0 SN[ 25 e,
11 In Veeam Backup & Replication, open Backup & Replication view, select the Instant Recovery node

in the inventory pane and make sure that the Instant VM Recovery session is available and mounted.

Figure 107: Veeam Backup & Replication view

RECOVERY TOOLS

'VEEAM BACKUP AND REPLICATION
(LU INSTANT VM RECOVERY
e |
Migrateto OpenVM  Stop  Properties
Production Console Publishing
Actions Properties
BACKUP & REPLICATION VM NAME HOST STATUS RESTORE POINT BACKUP NAME
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2% Disk
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Instant Recovery with Hyper-V Server

Instant Recovery with ESX requires completing the following procedures:

e Enabling Instant Recovery with Hyper-V

e Performing Instant Recovery for Hyper-V



Enabling Instant Recovery with Hyper-V

To enable Instant Recovery with Hyper-V
Create a backup job for the required VM as described in Creating an NFS container for use with Veeam, but

set the vPower NFS Datastore in the vPower NFS tab.

1 On the vPower NFS tab, select Enable vPower NFS Server.

1 NOTE: There is no need to provide a folder as a NFS Datastore. In the case of Hyper-V cache

data is directly stored at the Hyper-V servers datastore location.

Figure 108: Edit Backup Repository — vPower NFS

Edit Backup Repository -

o VPOWer NFS

£
Specify vPower NFS settings. vPower NFS enables running virtual machines directly from backup files, allowing for advanced
functionality such as Instant VM Recovery, SureBackup, on-demand sandbox, U-AIR and multi-OS file level restore.

Name vPower NFS

Type [V Enable vPower NFS server (recommended)

[ This server v

Share
Specify vPower NFS root folder. Write cache wil be stored in this folder. Make sure the

Reposiory selected volume has at least 10GE of free disk space avaiable.
| WPowerNFES Foder. [Flveean? | [(Browse... |
Review
Apply
Click Manage to change vPower NFS management port
Click Ports to change vPower NFS service ports

<Previous | [ News> | [ Fish | [ Cancel |

Performing Instant Recovery for Hyper-V

To perform Instant Recovery for Hyper-V

1 On the Veeam Backup and Replication console, click the Restore Wizard, select Hyper-V, and then

select Instant VM recovery. Click Next.



Figure 109: Restore Wizard — Restore Options

Restore Options =N
What would you like to do? [*
L]
E : ]
=% Restore from backup —_ Restore from replica
|sz Instant VM recovery | O Failover to replica
@ Entire VM (including registration) O Planned failover
O VM hard disks O Failback to production
O VM files (VMDK, ¥MX) O Guest files (Windows)
O Guest files (Windows) O Guest files (other 0S)
O Guest files (other 0S) O Application items
O Application items
< Back I Next > I | Cancel

2 Select the virtual machine that you want to recover.

Figure 110: Backups Browser

Select virtual machine:
Job name Last restore point VM count Restore points count
b hyperv 9/30/2015202598M 1

b Sihpperv212175  10/6/2015 3:00:53 PM 1

E’Type in @n object name to search for pl
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3 Select the restore point you want to use.

Figure 111: Instant VM Recovery — Virtual Machines

wirtual Machines

Sedect wiual machines o be restored. You can add indridual vitual machmnes fram backup files, or contamers from e
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7 r i > 7
Rec Mode I,D Tive it & VA name for ivstand bokur I
Mame Size  Resiore poind | Add W |
Reazen B PRAVINZK12R2 1868GE  9/730/2005 Wednerday 205.AM T Pork 1
Summary =

4 At the Restore Mode step, select Restore to a new location, or with different settings.

Figure 112: Instant Recovery — Restore Mode

5

Viatual Machine 3 Restore 1o the original locatio
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populale all cortrols with the oiginal WM selling: as the delaul selting:
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5 Select the Host to which your VM should be recovered.

6

Figure 113: Instant VM Recovery - Host
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WM locaton:
M ame
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Hoe

In the Datastore step, provide the location to temporarily store the cache data.

Figure 114: Select Folder window

Datastore
@ Sdectrevo

Virtual Machines
Recovery Mode

Host

Network
Name
Reason

Summary

Folders:

4 5 10.250.208.73

3 Local Disk (C:)
b CD-ROM (D:)

D e Removable (E:)
b 5 VM Storage (2:)

[x]

or. TESTAD\Desktop

[ 7upe in the path 1o foler

New Folder
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7

After providing the details the screen will look like this:

Figure 115: Instant VM Recovery - Datastore

Datastore
@ Select the volumes where VM configuration and vitual disks s should be uitimately restoned fo.
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Fle: Size Path
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Hame
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Samnimaly

Select mukiple Vs and chck Path to apply changes in bulkc
__ i
F () e
e

In the Network section, select the Virtual Networks map to use with the new VM.

Figure 116: Instant VM Recovery - Network

Metwork
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8 In the Restored VM name field, set the desired VM name.

Figure 117: Instant VM Recovery — Name

Name

Wirtual Machines Vishual machmes:

Harme M Name W UID
Recovery Mode 5 PRAVINZKIZRZ 3 PRAVINZK1ZAZ sestored  Creste new

Huiat

Datastose

Metwork

Selectmolipe VMs 0 3ppy setings changs in bk
[ Hets | J Fen |

9 To start the recovery, click Finish.

Figure 118: Instant VM Recovery - Summary

Orgiral VM name: PRAVINZK12R2
Taiget VM rusmes: PRAVINZK 2A2 1estosed
Taipst bast: 10.250.208.73
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10 Open Hyper-V Client and make sure that the restored VM is started on the host you selected.

Figure 119: Hyper-V Client

_ #3 PRAVINZK12R2 on localhost - Virtual Machine Connection =
LT =5 Fle Action Meda Cpboard View Help |
5w Rl 1> |
GG S O0O@O00 N b3
r-V Manager

R720-R3R14U28-W

5 BARKHA

i BE-2012R2 = -
2 cvaacHu Press Ctrl+Alt+Delete to sign in.
3 NBU_RAGHU Running
5 NVBU-RAGHU Running
o NW-RAGHU Running
5 PRAVIN2KSR2
? PRAVIN2K12R2

Snapshots

The selected vitt

PRAVIN2K12R2

Created: 9/23/2015¢

i /37

Wednesday, October 28

11 In Veeam Backup & Replication, open Backup & Replication view, select Instant Recovery in the
inventory pane and make sure that the Instant VM Recovery session is available and mounted.

Figure 120: Veeam Backup & Replication view

RECOVERY TOOLS VEEAM BACKUP AND REPLICATION

INSTANT VM RECOVERY

H X

Migrateto OpenVM  Stop  Properties
Production Console Publishing
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(51 dma-thel7-v1_R 1025021325  Mounted 3/2/20161:27:12 AM sourcebackup

4 [ Backups
=% Disk
4[5 Last 24 houss
[*} Running (1)
[ Success



Finalizing Instant Recovery

To finalize Instant Recovery, complete the following procedures:

1. Migrating the restored VM to production
2. Terminating the Instant VM Recovery session

Migrating the restored VM to production

For VM migration, you can use VMware Storage vMotion, replicate or copy a VM to production with Veeam
Backup & Replication, or use Veeam’s Quick Migration. When you migrate the VM to production, the VM
data is copied from the backup to production storage. The VM data is pulled from the backup and

consolidated with changes made to the VM (redo logs).

To migrate the restored VM to production

Open the Backup & Replication view in Veeam Backup & Replication.
In the inventory pane, select Instant Recovery.
In the working area, right-click the name of the recovered VM and select Migrate to production.

Figure 121: Veeam migration to production
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Production Console Publishing
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Terminating the Instant VM Recovery session

When you terminate the Instant VM Recovery session, the VM is unpublished from the ESX host and redo

logs are cleared from the vPower NFS datastore.

To terminate the Instant VMM Recovery session

1 Open the Backup & Replication view in Veeam Backup & Replication
2 In the Inventory pane, select Instant Recovery.
3 Inthe working area, right click the name of the recovered VM and select Stop publishing.



QoreStor and Veeam Fast Clone for
Hyper-V 2016 backups or Data
Copy

e Requirements of Fast Clone
e Configuring a new Fast Clone repository

e Reconfiguring an existing QoreStor repository for Fast Clone

Understanding Fast Clone

Fast clone allows for synthetic full backups of Hyper-V systems or Data Copy jobs with VM’s on ReFS file
system with less read performance impact to QoreStor system. This is achieved through SMB commands
and offloading data block copying of existing data to internal operations on the QoreStor instance. It is
recommended to configure a new QoreStor repository rather than use a pre-existing one. This is because
the exiting repository will need to be removed from Veeam to recognize the Fast Clone feature. To do that,
all Jobs referencing it will need to be moved to other devices or deleted as well. By creating a new container
to add as a repository within the same Storage Group, no savings impact will be noticed.

Requirements of Fast Clone

Fast clone is a combination of a Microsoft ReFS filesystem operation, SMB command, Hyper-V backup, and

Veeam operation. When considering Fast Clone for QoreStor the following is required:

e Veeam 9.5 Update 4 or higher is required.

e The Hyper-V server or Data Copy job proxy source is running Microsoft Server 2016.



The VM'’s for Data Copy job files need to be housed on ReFS File System. NTFS partitions will not
work for Fast Clone operations.

SMB 3.1.1 is required (This is taken care of by the QoreStor version requirements).

The Veeam backup repository requires the use of the “Align backup file data blocks” option.

o This option will become automatically selected and greyed out making unchecking the
option impossible.

The QoreStor instance is running 6.0 HF2.

The QoreStor instance has Fast Clone/SMB offload enabled. This setting is off by default.

The Veeam Proxy moving the data or the Hyper-V server will need to have the Quest Rapid CIFS
driver installed and at version 4.0.3220.1 or newer.

Any Veeam repositories added before enabling Fast Clone/SMB offload will need to be removed and
re-added within Veeam to recognize the newly supported option. This is not required if they are not
used with Fast Clone jobs.

Synthetic full operations will need to be configured for all preexisting Veeam backup or Data Copy
jobs.

Configuring a new Fast Clone

repository

In this section we are going to assume the QoreStor being added is new to Veeam and cover additional

steps to reconfigure existing QoreStor repositories in Veeam.

To configure a new Fast Clone repository

1
2

Open a command prompt to the QoreStore user and elevate to root.

Edit the /etc/oca/customer.env file using the following command:
vi /etc/oca/customer.env

Add the line export OCA_ENABLE_SYNTHETIC_FULL=1 and save it.

Restart QoreStor services using the following command:
systemctl restart ocards

Wait for the QoreStor services to restart and for the system to become operational again.

Install the 4.0.3220.1 or newer Quest Rapid CIFS driver on the Veeam Backup and Replication server
as well as any Hyper-V server or Veeam proxy that you plan to use by following the steps in Installing
Rapid CIFS on a Veeam Windows Proxy.



Create a new CIFS container and add it to Veeam as a repository by following the Creating a CIFS
container for use with Veeam and Adding the QoreStor CIFS container as a repository in Veeam
sections of this guide. Ensure the Align backup file data blocks option is checked when adding the

repository to Veeam. This will likely be automatically checked and greyed out if Fast Clone support is
recognized by Veeam.

Figure 122: Storage Compatibility Settings

Storage Compatibility Settings

X

Decompress backup data blocks before storing

Wh data is compressed by backup proxy according to the backup job
comnpression settings to minimize LAN traffic, Uncompressing the data before
staring allows for achieving better deduplication ratio on mast deduplicating
storage appliances at the cost of backup performance.

Use per-YM backup files

Per-'M backup files may improve performance with storage dewvices benefiting
frorn multiple 10 strearns. This is the recommended setting when backing up to

deduplicating storage appliances,

Create a new Hyper-V backup or Data Copy job following the Creating a backup job with the

QoreStor system as target section of this guide ensuring to use the Synthetic full option in the job
settings.

Figure 123: Advanced Settings
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With the next Synthetic Full backup, you should see Fast Clone referenced in the job details.

Figure 124: Synthetic Full job progress

Job progress: 100% 1ot 1VMs
SUMMARY NATA STATUS
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Reconfiguring an existing QoreStor
repository for Fast Clone

This section includes additional steps needed to get an existing QoreStor repository recognized as
supporting Fast Clone by Veeam. To achieve recognition, the existing repository will need to be removed and

re-added to Veeam, which involves pointing existing jobs to other repositories or deleting them outright.

A Warning: This is an advanced operation and should only be attempted by a customer
comfortable with the Veeam product. Quest recommends creating a new Repository in the
same Storage Group and leaving your existing repository in place rather than following these

steps.

To reconfigure an existing QoreStor repository for Fast Clone

1 Follow steps 1 -5 in the Configuring a new Fast Clone repository section.



2 Perform a manual Veeam configuration DB backup and take a copy of that backup file from the
repository.

3 Clone all existing jobs going to the original repository. Do not edit these jobs to configure them with a
backup repository yet.

4 Remove all existing Veeam Jobs going to the original repository, which in 9.5 U4 should leave the
backup files in place and only remove the job and backup file references from the Veeam
configuration database.

5 Remove the original repository from Veeam, which in 9.5 U4 this should leave the backup files in
place and only remove the job and backup file references from the Veeam configuration database.

6 Add the original repository back to Veeam, ensuring to select all advanced storage options suggested
in the Adding the QoreStor CIFS container as a repository in Veeam section of this guide. If Veeam
recognizes Fast Clone support, the Align backup file data blocks option should be automatically

checked and greyed out. If not, double check all previous steps.

Figure 125: Storage Compatibility Settings
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deduplicating storage appliances.

7 Run arescan of the repository once added to Veeam, this may take some time depending on the
number of save sets existing in the repository. This will import the existing files into the configuration
database and make sure they are restorable.

e If the backups are still not restorable, run a Veeam configuration backup restore using the
backup you manually created. This will put your Veeam server back into the state it was before

any jobs were cloned or removed.



8 Edit your cloned jobs to use the newly re-added repository. Ensure the Synthetic feature is selected
in the job advanced options for every cloned job.

Figure 126: Advanced Settings
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The next Synthetic Full you should see Fast Clone referenced in the job details.

Figure 127: Synthetic Full progress with Fast Clone
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Performance Tier

e Understanding Performance Tier
e Setting up Performance Tier with QoreStor

e Optimizing Performance Tier via Sync Always option

Understanding Performance Tier

A Performance Tier allows you to define a set of faster disks as a Storage Group and created a container
within that group. This Performance container will always read/write to these faster disks which will allow
operations like restores and standard (non-fast clone) synthetic backups to occur quickly. This tier does not
stage data off to the standard disks, this is because during a restore of synthetic operation reading from the
standard disks would still hamper the operation. All data written to the Performance Tier stays within the
performance Tier. Because of this it is recommended to write only specific jobs, which are required to be
highly available and are sized to fit within the performance tier size. Please read the QoreStor User Guide for
more details about the Performance Tier.

A Warning: Please note that once a Performance Tier is added to a system it cannot be easily removed and
attempting to do so will most likely result in destruction of data. Please disable any backup or data copy
jobs to the QoreStor system and contact support before attempting removal to find out if this is possible.

Setting up Performance Tier with
QoreStor

This section does not cover adding a device, creating a partition, creating a XFS filesystem, or defining a

mount point in detail. For information about those procedures, see the QoreStor Installation Guide.



To set up Performance Tier with QoreStor

1

Cable and add the disks to the OS level. After the OS sees QoreStor as a device, create an aligned
partition, an XFS file system, and a mount point defined in fstab that includes mount option
requirements defined in the QoreStor Installation Guide.

After you add a file system path to the high-performance storage, add that path as a performance tier
in QoreStor. In the QoreStor Ul, expand Local Storage and select the Performance Tier tab. Click
Add Performance Tier.

Figure 128: QoreStor Performance Tier page
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Performance Tier

Local Storage
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Add Performance Tier

3 Enter the Performance Tier mount path and click Test.

Figure 129: Add Performance Tier test
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4 Click Confirm.

Figure 130: Performance Tier warning
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5 If the path gets the expected performance, click Add.

Figure 131: Add Performance Tier add
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6 Click Confirm to finish adding the Performance Tier and restart QoreStor services.

Figure 132: Adding Performance Tier warning

Warning

Adding Performance tier can take a few minutes and may result in service restart. Do you want to continue?

After adding the Performance Tier, you will be logged out. When you log in, the Performance Tier tab

will now list a dashboard for the Performance Tier.

7 Navigate to the Containers tab and click Add Container.

Figure 133: QoreStor Containers page
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8 In the Storage Group drop-down list, select Performance Tier. Input the container Name and set
the Protocol to NAS (NFS, CIFS). Click Next.

Figure 134: Add Container window — Storage Group

Add Container

‘ sample
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9 To finish configuring your Performance Tier container, follow the remaining steps in the Creating a
CIFS container for use with Veeam and Adding the QoreStor CIFS container as a repository in Veeam

sections of this guide.

Optimizing Performance Tier via Sync
Always option

Veeam suggests enabling sync always on CIFS shares. This share-level option decides whether every write
to disk should be followed by a disk synchronization before the write call returns control to the client. Setting
this option to Yes can decrease performance but adds more resiliency to writes in case of interruption of the
QoreStor system before writes sync to disk. We do not recommend this option in cases where performance

is a key factor.

On the QS system run the following command:

/opt/gorestor/bin/connection --update --name <container name> --type CIFS --options
"sync always"=yes



Cloud/Archive Tier

e Cloud Tier

e Archive Tier

Cloud Tier

Cloud Tier allows per container tiering of deduplicated data to low-cost cloud storage. This enables several
potential workflows. Namely the ability to keep longer retention while using less physical space on site or
duplicate archival to cloud. This is done by establishing a Cloud Tier connection and defining per container
policies by which to tier data to the cloud. The policy manager allows for tiering based on time limitations
and optionally filtering included and excluded files. It is important to note that individual data blocks will be
tiered off not whole backup files. This means if a data block is found frequently over multiple backups it will

not necessarily be tiered to cloud.

A Warning: After you configure a container as Cloud Tier, the only way to remove it is to delete the
container or contact Support to fully restore all data blocks from the cloud, which may involve a read cost
from the cloud provider.

A Warning: Consider your Veeam Job configuration and policy configuration when deploying Cloud Tier.
Failure to do so could result in unexpected charged from the cloud provider or failing backup jobs. Please
read this section in its entirety as well as checking the Cloud Tier section of the QoreStor User Guide.

Important Considerations for Cloud Tier with
Veeam

Cloud tiering is achieved by sending deduplicated data blocks to low-cost cloud storage on a cloud provider.

These data blocks are identified via a per container policy manager.



The Policy Manager offers the following options:

¢ Idle Time Before Cloud Migration — Replicates stable data blocks that are idle for more than the
selected amount of time to the cloud and locates the complete data blocks both On-Premises and
in the cloud. All restores come from the On-Premises data block and do not induce any cost. Any
attempted modification of files after this idle time results in Access Denied errors. For more
information, see Setting up Cloud Tier.

e On-Prem Retention Age — After the selected amount of time passes, data blocks that have
replicated to the cloud are removed from On-Premises storage, after which any data reads, such as
restore or synthetic full backups, are from the cloud provider. This option can be slower and induce

cost from the provider.

¢ Folder Paths — Allows for including or excluding specific paths from cloud tiering replication. This
feature should not be necessary with Veeam.

¢ File Extensions — Allows for including or excluding specific file types from cloud tiering replication.

Usually, this feature should not be necessary with Veeam.

In most cases with Veeam, you should only need to consider the Idle Time Before Cloud Migration and On-

Prem Retention Age options.

1 NOTE: Idle time is especially important to consider with the Forever Forward Incremental and

Forward Incremental with Synthetic Full Backups workflows.

The Policy Manager offers the following workflows:

o Forever Forward Incremental — Quest recommends against using Forever Forward Incremental jobs
with Cloud Tiering. In this workflow, a full backup is taken initially and kept; every backup after this
is an incremental backup. Importantly, once retention is met, the original Full Backup file has the
older incremental injected into it. This means the oldest file in a backup chain is modified by
Veeam. If this first full is determined idle by the policy manager Idle Time before cloud migration
setting, any attempts at modifying it fail with Access Denied errors. Even if the Full Backup is
excluded from cloud tiering, the oldest incremental will be read from the cloud resulting in charges
from the cloud provider.

e Forward Incremental with Synthetic Full Backups — Quest recommends considering your Synthetic
Full schedule when using this workflow with cloud tiering. In this workflow, you schedule a periodic
Synthetic operation in your backup job. This can be daily, weekly, or monthly. In this workflow, the
initial backup will be a Full Backup. The following days will be Incremental Backups until your next
scheduled Synthetic Full Backup. During the Synthetic Full Backup, Veeam will read from the most
recent Full Backup, as well as every incremental after it. All this data will be written into a new Full

Backup file.



1 IMPORTANT: Be sure that your On-Prem Retention Age setting is longer than your synthetic
schedule. If it is not, then the Synthetic operations will result in cloud reads which will result in

performance impact and induce cost from the cloud provider.

¢ Forward Incremental with Active Full backups — All new backups will be written into new full or
incremental backup files. There is no consideration for this backup time, and it will work without
issue with cloud tiering.

¢ Reverse Incremental - In this workflow, a full backup is taken initially. Each additional backup will
be an incremental, which is then injected directly into the full. After the injection, an incremental file
is left with all the data removed from the full. These files are okay to tier to cloud without issue. The
injection means the full backup will be modified every backup instead of a new file created. The Idle
Time Before Cloud Migration setting must be longer than your scheduled Incremental Backup

frequency. Failure to do so results in Access Denied errors.

Setting up Cloud Tier

Before setting up Cloud Tier, gather the following information from your cloud provider:

e |f using Azure, you will need your Connection String, which you can find on your Azure portal under
your blob storage account.
e |f using AWS, Wasabi or an S3 Compatible cloud provider, have your Access Key, Secret Key, Region,

and Endpoint setting (if using a cloud emulator). These settings are available on your AWS console or

from your cloud provider.

To set up Cloud Tier

1 In the QoreStor Ul, select the Cloud Tier tab, then click Configure.

Figure 135: QoreStor Cloud Tier page
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2 For Azure, enter your Azure Container name, which will be created automatically in the cloud. Enter

your Connection string from the Azure portal and your passphrase. This passphrase is user defined

and used to securely encrypt all files written to the cloud provider. Click Configure.

NOTE: The Azure Container name must be lower case and some symbols are not allowed. This is a

limitation of Azure.

Figure 136: Configure Cloud Tier window
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3 For AWS, Wasabi, or S3 compatible, enter your S3 bucket name, which will be created. Enter your
Access Key, Secret Key, Region, and passphrase used to encrypt all data written to the cloud
provider.

NOTE: The S3 Bucket name need to be lower case and some symbols are not allowed. This is a
limitation of S3.

Figure 137: Configure Cloud Tier window
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Cloud Tier should shows as configured and the Cloud Tier tab populates with statistics.

4 Enable the Cloud Tiering Policy on individual containers.

Select the Containers tab and find or create a container, and then click Enable Cloud Tiering Policy
on this container.
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A Warning: After you configure the container as Cloud Tier, the only way to remove it is to delete the
container or contact Support to fully restore all data blocks from the Cloud. This might involve a read cost
from the cloud provider.

Figure 138: QoreStor Containers page
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6 Define the Idle tie before cloud migration and On-Prem Retention Age, and then click Enable.

A‘ Warning: Before defining idle time and retention age, see the Important Considerations for Cloud Tier with
Veeam.

Figure 139: Enable Cloud Tiering Policy window
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The container will not show as having Cloud Tiering Policy enabled. Idle data will now automatically

tier to the cloud provider.

Figure 140: QoreStor Containers page with Cloud Tiering Policy enabled
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Archive Tier

QoreStor's Archive Tier feature lets you quickly and easily archive data to long-term Amazon S3 Glacier or

Amazon S3 Glacier Deep Archive storage.

Important Considerations for Archive Tier
with Veeam

When using Veeam and a supported protocol (Object container(S3)), you can write files to a QoreStor
container and migrate them to your archive tier according to easily defined policies. QoreStor provides a
policy engine that lets you set file age and on-premises retention criteria to be used in identifying which files
are most suited for replication to the cloud. Policies are defined at the container level and apply to all files

within that container.



Using the QoreStor Cloud Policy, you can replicate files based on:

o |dle time - replicate stable files idle for more than the selected number of hours.

¢ File extensions - replicate files that match or do not match names in a list of extensions.

e Regular expressions - include or exclude files based on their match to configured regular
expressions.

¢ File locations - replicated files in a list of directories, or all files except those in a list of directories.

Any data that is archived from the QoreStor instance by the archive tier is encrypted with zero knowledge
encryption. The encryption keys are solely owned by you. If the encryption keys are placed in the archive
tier, a passphrase is used to encrypt those keys and that passphrase is only known to you. For added
security, QoreStor obfuscates metadata names such as blockmap and data store objects that are stored in

the archive tier.

Data stored in the archive tier is not available for immediate recovery. When a recovery is initiated, the data
stays in the archive tier while a copy is made in S3 standard storage and kept for an amount of time
specified by the archive_retention_in_warm parameter. Although recovery times may vary, the general

expectations for recovery times are:

e Amazon S3 Glacier storage: 3-5 hours
e Amazon S3 Glacier Deep Archive: within 12 hours

Setting up Archive Tier

Archive Tier is a feature that allows a QoreStor system to tier deduplicated blocks of files to an AWS glacier
or deep archive using S3 protocol. Once added, one or more containers can be added to a policy. How that
policy is configured can determine how long the data is available on premises in QoreStor, how long it's
available both on premises and in archive simultaneously, and at what point is it only available in cloud.
Archive tier restores are more difficult, so careful consideration should be given to how long the data should
be available on prem before configuring archive tier.

To set up Archive Tier

1 Open the QoreStor Ul, expand the Cloud Storage section and select the Archive Tier page and click
Configure.



Figure 141: QoreStor Archive Tier page
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Enter the information from your AWS account including the access key, secret, correct region, ARN
role and select an Archive Service Name. The S3 bucket name will be created and is character
limited by the provider. Make sure to keep your passphrase; without this, the data is not recoverable
in a Disaster Recovery scenario. Click Configure.

Figure 142: Configure Archive Tier window
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3 To add an archive tiering policy to a specific container, navigate to the Containers page, select the
ellipsis in the top right corner of the specific container, and click Enabled Cloud Tiering Policy.

Figure 143: QoreStor Containers page actions menu
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4 In the Enable Archive Tiering Policy window, define the policy by entering the Idle time before
archive migration, which specifies the number of hours or days datablocks must be kept idle before
being sent to the cloud; then enter the On-Prem Retention age, which specifies the number of hours
or days files will be kept locally after they are sent to archive. Finally click Enable.

Figure 144: Enable Archive Tiering Policy window
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Setting up the QoreStor system
cleaner

Quest recommends performing scheduled disk space reclamation operations as a method for recovering disk
space from system containers in which files were deleted as a result of deduplication.

The system cleaner runs during idle time. If your workflow does not have a sufficient amount of idle time on
a daily basis, then you should consider scheduling the cleaner to force it to run during a scheduled time. If
necessary, you can perform the procedure shown in the following example screenshot to force the cleaner to
run. After all of the backup jobs are set up, the QoreStor system cleaner can be scheduled. The QoreStor
system cleaner should run at least 40 hours per week when backups are not taking place, and generally
after a backup job has completed. For more information, see the QoreStor Series Cleaner Best Practices

white paper.

To set up the QoreStor system cleaner

1 In the QoreStor system GUI, expand the Local Storage tab, click Cleaner, and then click Edit
Schedule.

Figure 145: QoreStor Cleaner page
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2 Define the schedule and click Save Schedule.

Figure 146: QoreStor cleaner schedule
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7 The new cleaner event is displayed on the Cleaner Tab.

Figure 147: QoreStor Cleaner page with schedule set
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Monitoring deduplication,
compression and performance

After backup jobs have run, the QoreStor system tracks capacity, storage savings, and throughput in the
QoreStor dashboard. This information is valuable in understanding the benefits of the QoreStor software.

i NOTE: Deduplication ratios increase over time. It is not uncommon to see a 2-4x reduction (25-50% total
savings) on the initial backup. As additional full backup jobs are completed, the ratios will increase. Backup jobs
with a 12-week retention will average a 15x ratio, in most cases.

Figure 148: QoreStor dashboard
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