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Executive Summary

This document provides information about how to set up Quest QoreStor for Veritas NetBackup, including:
e Configuring the QoreStor system as a CIFS/NFS storage unit for Veritas Netbackup 7.X and 8.X

e Configuring an OST container on the QoreStor system for use with Veritas Netbackup 7.X and 8.X

For additional information, see the QoreStor documentation and other data management application best
practices whitepapers at:

https://support.quest.com/qorestor/

i NOTE: The QoreStor/Veritas NetBackup build version and screenshots used for this paper may vary
slightly, depending on the version of QoreStor/Veritas NetBackup software you are using.


https://support.quest.com/qorestor/

Configuring QoreStor as a CIFS/NFS
storage unit

Creating a CIFS container for use with
Veritas NetBackup

1 Select the Storage Groups tab, then expand the drop down for the storage group into which you would
like to add the container. Click Add container.



2 Enter a Container Name, and select NAS from the Access Protocol drop down menu. Then click Next.

3 Click the drop down on the Access Protocols field then select the check mark for CIFS. Leave Marker
Type on Auto, then click Next.

Add container X
Marker Type

Auto v
Access Protocols

CIFS x

[] selectal

[ nFs

4 Fill in backup container information for CIFS options. Click Next.

i NOTE: For improved security, Quest recommends adding IP addresses for only NetBackup Media

Servers



5 Confirm the settings and click Finish. Confirm that the container has been added.

Add container X

Container summary

Name: sample
Protocol: NAS
Marker: Auto

Connection summary

Protocol CIFS:
Access: *

r‘ancel @

Adding the QoreStor CIFS container as a storage
unit on NetBackup

1 Open the NetBackup administration console. Expand NetBackup Management and Storage, then select
Storage Units. Right-click anywhere in the right hand panel and select New Storage Unit.

= Storage - RA30-25.systestocarinalocal - MetBackup Administration Consale [SYSTEST\cvlanr logged into R630—25.s...|;|i-
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2 Add a Storage unit name for the device, then select the Storage unit type drop down and click Disk. Select
the Disk type drop down and click BasicDisk. If needed, select the Media server drop down and pick the
correct media server. In the Absolute pathname to directory field put the UNC path to the QoreStor CIFS
container. Set the Maximum concurrent jobs to a desired level. Click OK.

NOTE: With all of the above information entered correctly you may test the storage unit by clicking View
Properties. If this returns an error or a Capacity of 0 Megabytes, then there is a problem and jobs will not

succeed to this storage unit. Double check the above recommendations and then contact Support.

Directory Properties ILI
Details for directory wir6300-07.systest.ocarina.local'sample
Properties
Capacity: 16267775 Megabytes

Available Space: 15200446 Megabytes
" Full: i

Close




3 The storage unit should now be seen on the Storage Units panel

NOTE: Please review the QoreStor Interoperability Guide for the supported maximum number of

connections.

To change this number later at any time, go to the Storage Units panel, right click the storage unit, and

select Change...

Creating a NFS container for use with

Veritas NetBackup

1 Select the Storage Groups tab, then expand the drop down for the storage group into which you would

like to add the container. Click Add container.



2 Enter a Container Name, and select NAS from the Access Protocol drop down menu. Then cqlick Next.

3 Click the drop down on the Access Protocols field then select the check mark for NFS. Leave Marker
Type on Auto. Click Next.

Add container X

Marker Type

Auto v
Access Protocols

[] selectall

[ cirs

4 Fillin backup container information for NFS options, then click Next.



Add container X

NFS Options
Access:

+/ | Read Write Access
Read Only Access

Map Root To

Root v

INFS Client Access:

+/ | Open(allow all clients)

Create Client Access List

IP List

Add

Cancel Prev

NOTE: For improved security, Quest recommends adding IP addresses for only NetBackup Media

Servers

Confirm the settings and click Finish. Confirm that the container is added.

Add container X

Container summary

Name: sample
Protocol: NAS
Marker: Auto

Connection summary

Protocol NFS:

Options: Read Write
Root Mapping:  root
Access: *

Cancel Prev



Adding the QoreStor NFS container as a storage
unit on NetBackup

1 Mount the QoreStor NFS Container onto a Unix/Linux Media Server.

2 Open the NetBackup admiration console. Expand NetBackup Management and Storage, then select

Storage Units. Right click anywhere in the right hand panel and select New Storage Unit.
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3 Add a Storage unit name for the device, then select the Storage unit type drop down and click Disk. Select
the Disk type drop down and click BasicDisk. Select the Media server drop down and pick the correct
media server if needed. In Absolute pathname to directory, put the mount path to the NFS container. Set
the Maximum concurrent jobs to a desired level. Click OK.



NOTE: With all of the above information entered correctly you may test the storage unit by clicking View
Properties. If this returns an error or a Capacity of 0 Megabytes, then there is a problem and jobs will not

succeed to this storage unit. Double check the above recommendations and then contact Support

Directory Properties -

Details for directory 'mnt/sample

Properties
Capaciby: 16267775 Megalytes

Available Space: 15442877 Megabytes
% Full: L]

Close

The Storage Unit should now be seen on the Storage Units panel



NOTE: Please review QoreStor Interoperability Guide for the supported maximum number of

connections.

To change this number later at any time, go to the Storage Units panel, right click the storage unit, and

select Change....

Setting up QoreStor replication

L]
1 | NOTE: For the steps in this procedure, assume QS1 is the replication source QoreStor system, and QS2 is the

replication target QoreStor system. Additionally, ‘source’ is the replication source container, and ‘target’ is the

replication target container.



Creating a CIFS/NFS replication session

1. Create a source container on the source QoreStor system.
2. Create atarget container on the target QoreStor system.

3. On the source QoreStor system, go to the Replication tab. Click Add Replication.

4. Select the source container for replication and click Next.

Add Replication X
Source Container:
=
v Local
Remote

Select Local Container

source v
\, )

Cancel Prev Next

5. Select the Encryption Type for the source container. Click Next.

Add Replication X

Encryption

None

AES 128bit

| AES 256bit



6. Enter the target QoreStor systems information then click Retrieve Remote Containers. Select a target

container from the populated list, and click Next.

Add Replication X

Replica Container

+* Remote

Elsername

admin

Password

Remote Machine

qspl-6000-07 systest.ocarina local

I‘ Retrieve Containers |I

target v

—

7. Verify the Summary and click Finish.

Add Replication X

Summary
Source container

Source: local

Container: source
Encryption

Encryption: aes256

Replica container

Replica Location: remote

Container: target
Username: admin
Password: sk sed
Machine: tspl-6000-

07.systest.ocarina.local

Cancel

8. Check Replication is added successfully and confirm the Replication details.




Restoring from the replication target

During a QoreStor system Disaster Recovery Scenario there are two options for restore. The first option is to
simply reverse the replication configured between the source and target QoreStors, replicating all the data back
to the original system. This option requires no re-configuration in NetBackup assuming the new source system
has the original hostname or IP used. The second option is to import the images from the replicated system. This
is a somewhat complicated process involving expiring the original images from the NetBackup master sever
followed by a 2 phase import process in the Catalog section of the NetBackup administrator console. This will not

be covered in detail as NetBackup covers this in several KB’s and in their guides. See the following links:

e  https://www.veritas.com/support/en_US/article.000018385
e https://lwww.veritas.com/support/en_US/article. TECH43584


https://www.veritas.com/support/en_US/article.000018385
https://www.veritas.com/support/en_US/article.TECH43584

Configuring QoreStor as a OST
storage unit

OpenStorage Technology is a protocol used by Veritas NetBackup to optimize backup jobs to deduplication
storage devices. Using OST enables Media Servers to assist in the deduplication process often providing for
decreased backup windows and increased performance. It also achieves network savings preventing some data
from being sent over the network. The OST Protocol requires a NetBackup license in order to use this

functionality.

Creating an OST container for use with
Veritas Netbackup

1 Select the Storage Groups tab, then expand the drop down you would like to add the container into. Click

Add container.



2 Under Protocol , select OST. Enter a Container Name and then click Next.

Add container X
Name

sample

rotocol

OST v

3 Set the LSU Capacity as needed, and click Next.

Add container X

LSU Capacity:

+ | Unlimited

Quota

Cancel Prev -

4 Review the configuration Summary page, and then click Finish.

Add container X

Container summary

Name: sample
Protocol: 0osT
Marker: Auto

Connection summary

Capacity: Unlimited

Cancel Prev



Installing the OST plugin

1 Before installing the OST plugin, the Media Server services will need to be stopped. The OST plugin

should only be installed on Media/Master servers. Client side deduplication cannot be used with the Quest

OST plugin. You can get the installation packages from the list of binaries provided by Quest, Inc.

2 On the Setup Wizard Welcome page, click Next.

15 Quest Storage Plugin for Symantec OST (54-bit) Setup [ = [ & -

Welcome to the Quest Storage Plugin for
Symantec OST (64-bit) Setup Wizard

The Setup Wizard will install Quest Starage Plugin For
Symantec OST (&4-bith on your computer. Click Mext to
continue or Cancel to exit the Setup wWizard,

3 Accept the license agreement. Click Next.

i3 Quest Storage Plugin for Symantec QST (h4-bit) Setup [ = [ & -

Quest

End-User License Agreement

Please read the Foliowing license agreement carefully

Software Transaction Agreement -~

PLEASE READ THIS AGREEMENT CAREFULLY BEFORE USING THIS PRODUCT. BY
DOWHLOADING, INSTALLING OR USIHG THIS PRODUCT, YOU ACCEPT AHD
AGREE TO THE TERMS AHD COHDITIONS OF THIS AGREEMENT. FOR ORDERS
PLACED OUTSIDE THE UHITED STATES OF AMERICA, PLEASE GO TO
=http://guest.comlegal/sta.aspx> TO VIEW THE APPLICABLE VERSIOH OF THIS
AGREEMENT FOR YOUR REGIOH. IF YOU DO HOT AGREE TO THE TERMS AHD
COHDITIONS OF THIS AGREEMENT OR THE APPLICABLE VERSION OF THIS
AGREEMENT FOR YOUR REGIOH, DO HOT DOWHLOAD, INSTALL OR USE THIS
PRODUCT. IF ¥OU HAVE A SIGHED AGREEMENT WITH PROVIDER THAT I3
SPECIFICALLY REFERENCED IN AH ORDER THAT 15 EXECUTED BETWEEH YOU
AHN PROVINFR. THFH THAT SIGHFN AGRFFMFNT Wil | SHPFRSFNF THIS

I accept the terms in the License Agreement I

Print | | Back. i.|_ et ﬂ| Cancel




4 Click Install to proceed with installation.

Ready to install Quest Storage Plugin for Symantec 05T (64-hitﬁuest

Click Install ko beqin the installation, Click Back ko review or change any of your
installation settings. Click Cancel ko exit the wizard,

Back. @ Install

| Cancel

5 Click Finish to complete the installation of the OST plugin.

Completed the Quest Storage Plugin for
Symantec OST (64-bit) Setup Wizard

Click the Finish button to exit the Setup Wizard,

Fiish |
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Configuring the OST device in Veritas
Netbackup

Creating an OST Storage Unit consists of three steps in Netbackup. First the QoreStor device will need to be
added as a Storage Sever. Next a Disk Pool of one or more containers from a Storage Server will need to be

added. Finally, a Storage Unit can be created from the containers added to the Disk Pool.

Adding QoreStor system as a Storage Server

1 Launch the NetBackup administration console. Expand Media and Device Management, then Credentials.
Select the Storage Servers section then right click anywhere in the storage servers panel on the right side

of the screen. Click New Storage Server....

® Credentials - RA30-25 systest.ocarinalocal - MetBackup Administration Console [SYSTESTwdylanr logged into R630-.. = | O (I

© Veritas NetBackup™
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R630-25.systest.ocarina.local (Master Server) : 5 Storage Servers (1 selected) Search
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44 Change...
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2 In the Storage Server Configuration Wizard, select the OpenStorage option and click Next.
Storage Server Configuration Wizard -
Welcome to the Storage Server Configuration Wizard!

The wizard helps you create and configure a storage server
and a disk pool. Before you begin the storage server
configuration, ensure that the following prerequisites are met:

- The disk devices are deployed and configured as per the
instructions by the storage system vendors.

- All necessary software plug-ins are installed on the NetBackup
Media Servers.

- Details ahout the storage servers and credentials to access
these servers are added in NetBackup.

Select the type of disk storage that you want to configure.

 AdvancedDisk
) Media Server Deduplication Pool
(® DpenStorage

() PureDisk Deduplication Pool

Note:
OpenStorage is a Veritas technology that lets you use the
intelligent disk appliances provided by a vendor, as disk

storage.
|| Hext > Iﬂ Cancel Help




3 On the following screen select the Media server dropdown and select the appropriate media server if

4

needed. Then in Storage server type, enter “QUEST” without quotation marks. DO NOT click the Storage

server type dropdown. In the Storage server name field, add the fully qualified domain name or IP address
of the QoreStor server. In the User name field add the OST username configured on the QoreStor server.

In the Password and Confirm password fields input the OST user password configured on the QoreStor

server, Finally click Next. The default username is backup_user and the default password is StOr@ge! .

Add Storage Server
Provide storage server details.

Select a media server that has the vendor's OpenStorage plug-in installed.
NetBackup uses this media server to determine the storage server capabilities.

Media server: ‘rﬁSU-ZS.syﬂeﬂ.ucarina.Iucal ‘ - |
Storage server type: | OUEST - I
QUEST
e
Storage server name:  fl[ue-demo.systest acarina local \I
|

Enter storage server credentials

User name: |backup_user ‘

[sosaseee \
\

Confirm password:

| < Back II HNext > ll Cancel | Help

If additional Media Servers are available, you may select them for access now and click Next. If your

environment only has one media server this screen will not show.



Storage Server Configuration Wizard -

itional Media Server C ion for O Devices
Specify the media servers that should have access to the OpenStor
device.

Specify additional media servers to grant access to the OpenStarage device. These
meia servers will appear inthe storage units media server selection list

Media Server
R310-5y5-83
[raz0-sye-41

ppr—
‘ <gack || next> || cancer H Help |
—

5 On the verify screen confirm all the information is accurate and click Next.

Storage Server Configuration Summary
\ferify the storage server configuration.

Review the storage server configuration summary. You can change the
configuration, if required.

Storage server type: QUEST

Storage server name: ys-demo.systestocaring local

Media server name: r630-25 systest.ocarina.local

User name: backup_user

Additional media servers: 131 0-5ys-83. systestocarinalocal, r320-sys-41

< Back Next > | Cancel Help

6 On the next screen the storage server will be created and added to the list of storage servers. Uncheck

the Create a disk pool using the storage server that you have just created check box and then click Close.



Storage nfiguratio d

Storage Server Configuration Status
Perform required task to create storage server.

Status ‘ Performing tasks. Detail
‘/ Creating storage server gs-demo.systest.ocarina.local
" Adding credertials far sener ria0-25 systest ocarina

4] Il I IC

Storage server “gs-temo.systest.ocarinalocal” is successfully created.

I ["] Create a disk pool using the storage server that you have just created

Click Close to complete the storage server configuration and close the wizard.

[ <o |[ o> [_cose ]} s

Creating a Disk Pool

1. Launch the NetBackup administration console. Expand the Media and Device Management section
followed by the Devices section. Select Disk Pools from the right hand side menu and right click
anywhere in the Disk Pools panel on the right side of the screen. Click New Disk Pool...



w Devices - RB30-25 systestocarinalocal - NetBackup Administration Console [SYSTEST\dylanr logged into Re30-25 ]

Veritas NetBackup™

View Actions Help
i ] 3 Login Activity
R630-25.systest.ocarina.local {(Master Server) :! 5 Disk Pools (1 selected) Search |

B REB30-25.5vstest.ocarina. local (Master Server)
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Backup, Archive, and Restare
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Server Groups Bz Copy To Clipboard Cti-C
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Lo Security Management #a Eind. "
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(@) Alert Notification

2. In the DiskPool Configuration Wizard make sure the Storage server type is set to the OpenStorage
(QUEST) option. Click Next

Disk Pool Configuration Wizard -
Welcome to the Disk Pool Configuration VWizard!

The wizard helps you create and configure a disk pool and a
storage unit. Before you begin the storage server
configuration, ensure that the following prerequisites are met:

-The disk devices are deployed and configured as per the
instructions by the storage system vendors.

-All necessary software plug-ins are installed on the NetBackup
Media Servers.

-Details about the storage servers and credentials to access
these servers are added in NetBackup.

Storage server type:

iOpenStorage (QUEST) l

Mote: If you cannot see the required storage server type in the
list, ensure that the appropriate license key is installed and the
storage server of the specified type is defined.

3. Select the QoreStor Storage Server then click Next.



Storage Server Selection
Select storage servers to scan for disk volumes.

Storage server:

Mame | Type
- el QST
s-tlemo.systest ocarina.local QUEST
Q5P FZbsystesiocanna.floca
CSPL-4300-27 systest.ocarina.local QILEST
CISPYW-E300-46 systest ocarina.local GQUEST

Note: If you cannot see a required storage server in the list, ensure that the
storage server details are added in NetBackup.

< Back Mext > Cancel Help

In Select storage server volumes to add to the disk pool, select the OST container or containers
created in pervious steps.

4.

Select Disk Pool Properties and Yolumes
Select disk pool properties and volumes to use in the disk pool.

Storage server: gs-demo.systest.ocarinalocal
Storage server fype: QUEST
Disk pool configured for: | |

Disk Pool Properties and Volumes

A disk pool inherits the properties of its volumes. Only volumes with similar
properties can he added to a disk pool.

If properties are specified, the list displays volumes that match the selected
properties.

[] Replication source
[] Replication target

Select storage server volumes to add to the disk pool.

yolume MNarme [ mailable | Raw size [Renlication
e —
w| =ample 386TE 38278 Mone

Total available space: 3.86 TB
Total raw size: 392TB

| < Back I| ﬂexbﬂ Cancel || Help |




5. In the Disk Pool name field add an appropriate hame for this Disk pool then click Next

tio rd
Additional Disk Pool Information
Provide additional disk pool information.

Storage server: ys-demo.systest.ocarina.local

Storage server type: QUEST

Disk pool configured for:  Backup
Disk Pool Size

Total available space: 3.86 TB
Total raw size: 3.92718

Disk Pool name: |5ample_D\skFool ] |

Comments: | |J
High water mark: ag J%
Low water mark: a0 j %

Maximum 10 Streams

€ concurrent read and write jobs affect disk performance.
Limit IO streams to prevent disk overload.

[] Limit 1O streams: per volume

| <pack || mem> || cancer || mem

6. On the next screen verify the details are correct and click Next.

Disk Pool Configuration Summary
Verify the disk pool configuration.

Review the disk pool configuration summary. You cah change the configuration, if

required.

Storage server: gs-temo.systestocaring local
Storaye server type: QUEST
Volumes: sample

Disk Pool Details:

Disk Pool name: Sample_DiskPool
Configured for snapshots: false
Replication: Mone

High water mark: 93

Low water mark: an

Maximum 10 Streams: Unlimited
Comments:

‘ < Back I] Hext > I Cancel H Help




7.

On the next screen the Disk Pool will be created. Clear the Create a storage unit using the disk pool that

you have just created option and click Close.

Disk Pool Configuration Status
Perform disk pool creation task.

Staus | Performing fagks...

\/ MetBackup Disk Fool created

Disk pool "Sample_DiskPool" is successfully created.

E Create a storage unit using the disk pool that you have just createdD

Click 'Close’ to complete the disk pool configuration and close the wizard.

| < Back || Hext = I
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Create a Storage Unit

1. Launch the NetBackup administration console. Expand the NetBackup Management section followed by
the Storage section. Select Storage Units from the right hand side menu and right click anywhere in the

Storage Units panel on the right side of the screen. Click New Storage Unit...

= Storage - Re30-25.systest.ocaringlocal - NetBackup Administration Console [SYSTESThwdylanr logged into R630—25.s...|;|£-

® Veritas NetBackup™

File Edit View Actions Help

n M B X @@ e Login Activity W

RG30-25.systest.ocarina.local (Master Server) 1 24 Storage Units (1 selected) Caarch
8 RSSD;:?"??:&S?::; 'I:\'oecsatlo(zasterServer) : = Mame |A hedia S | Storage Un..| Disk Type | Robat Type |R0b0t
up. ATENE, drB300-07_CWF-NEU-RONFS1 1320-gys-41 Disk BasicDisk
L MetBackun Managerment dr300-07_CWF-MELU-RDCIFS1 rE30-25.8y... Digk EasicDisk
= ] Repors dr300-07_CWF-MBU-0ST1 Any Availahle Disk DELL
Al Folicies UrB300-07 e MDLL ISR feue 4 Diic BasicDisk
= BSEEREN dr6300-0/ 3% New Storage Unit... ¢ BN an.. TLD
=] Storage Units¢ dré300-0) 4 Change... Man... TLD
% Storage Unit Groups dre300-0 Comy... BasicDisk
(g storage Lifecycle Policies dreono-o N ) o Man TLD
@y SLP Windowe dra30ne.| | anualk folirally BasicDisk
& Catalog dr4300e 2% Delete Delete BasicDisk
Haost Prapetties dré300e- By Copy To Cliphoard ctil-c DELL
Applications dr4300e- BasicDisk
o= @ Media.and Cevice anagement drd200e- Columns 3 BasicDisk
:%\S,:Eﬂmw:;;ﬁ?m dré300e-| 185 Sort... e
- drd300e- . B Disk
o= 74 Bare Metal Restore Management d:43002 # Find... Cirl-F DIaET_IE s
82 Logging Assistant i -
paging Assistan dr4300e-| Y Filter... ot BasicDisk
drd300e- 77 Clear Filter cil-U BasicDisk
drd 300- 27 _TWF-NED-ROMFST F320-EVE-4T UIEE BasicDisk
dr4300-27_CWF-MBELU-RDCIFST rE30-25.5y... Disk BasicDisk
drd300-27_CWF-HBLU-0ST1 Any Available Disk CpenStora..
drd300-27 _CWE-MBU-MFST r320-sy5-41 Disk BasicDisk
dr4300-27_CWF-MBU-ISCEIYTL rE30-25.5y... Media Man.. TLD
drd 300-27_CWE-MELU-CIFS1 rE30-25.5y... Disk EasicDisk
H I i [ IC
(@) alert Notification

2. Add a name in the Storage unit name field. In the Storage unit type drop down, select Disk, then in the
Disk Type drop down select OpenStorage (Quest). In the Select disk pool drop down select the Disk
pool created in previous steps. Modify the Maximum concurrent jobs field as desired. Click OK.



New Storage Unit -
orage unit name:
Sample_Storage_Unit _J
Storage unit type:
I Disk I

Disk tune:

OpenStorage (QUEST)
Properties and Server Selection
Storage unit configured for:
‘Backup ‘ - |

‘ - ‘ [_] On demand onhy

-

A storage unit inherits the properties of its disk pool. If properties are

specified, only those disk pools that match the specified properties will
be available below.

["] Replication source
[_] Replication target

elect disk pool: |
Sample_DiskPool A d ‘I View Properties
—

——

Media server:
(@ Use any available media server

) Only use the following media servers

hledia Servers
O rp30-25 systest ncarina lncal

Maximum concurrent jobs: Maximum fragment size:

|2 524288 Megatwtes
=)

3. The storage unit should now be seen on the Storage Unit panel

NOTE: Please review the QoreStor Interoperability Guide for the supported maximum number of
connections.

To change this number later at any time, go to the Storage Units panel, right click the storage unit, and
select Change...




Configuring OST Optimized Duplication
using a Storage Lifecycle Policy

Optimized Duplication is a way of duplicating or replicating OST backup images from one QoreStor system to
another. In this duplication process only unique data is sent. This causes increased duplication performance
while sending less data between the two QS system. This is achieved in NetBackup by configuring Storage
Lifecycle Policy(SLP) which are, in effect, devices you can point backup jobs to. All backup jobs pointed to a SLP

will write to a chain of storage units defined inside the SLP.

In the following example we will create a Storage Lifecycle Policy to duplicate jobs between two independent
QoreStor systems. Before this example each QoreStor system will need separate Storage Units created in

NetBackup. Follow the pervious section for each system to configure those storage units.

1. Launch the NetBackup administration console. Expand the NetBackup Management section followed by
the Storage section. Select Storage Lifecycle Policies from the right hand side menu and right click
anywhere in the Storage Lifecycle Policies panel on the right side of the screen. Click New Storage
Lifecycle Policy...

W Storage - RG30-25.systest.ocarinalocal - NetBackup Administration Console [SYSTESTA\dylanr logged into R630-25.s‘..|;‘£-

® Veritas NetBackup™

File Edit View Actions Help

R ol IRV AN EERNE [ogm Aoty
R630-25.systest.ocarina.local (Master Server) :! 1 Storage Lifecycle Policies (0 selected) ’Wl

B RE30-25 systest acarina local (Mastsr Server) Mame Data Classification

L&) DR4300-27_CWF-NBU-OST1_to_DRE000-01_CIWF-N

=E e p -
/m) i 3£ New Storage Lifecycle Policy... ciin o
k(=) Storage
(= Storage Units
L=t WA et I= T
@ Storage Lifecycle Policies
o

5 Catalog

o~ &8 Host Properties

o Applications Copy To Cliphoard Ctri-C
o Media and Device Management @IS N
o Security Management -
o &1 vault Management +5, sort...

o @ Bare Metal Restare Management £ Find... Ctil-F
i@ Logging Assistant —

7 Filter... cti-T

(©) Mlert Natification




1

2.

3.

In the Storage lifecycle policy name field create a name for the policy. This is, in effect, the device name

you select when configuring a backup policy. Then click Add...

Storage Lifecycle Policy r Validation Report ‘

] oo |

State of secondary operation processing

@ Active
) Postponed

O untit

HE

g;:age lifecycle policy name: Data classification: Priority for secondary operations:
Sample_SLP \ |<Nn data classificati... ‘ v| ‘ 0 | :| thigher number is greater priority)
M,
Operation Window | Target Maslerl Storage ‘ Wolume PUU\‘ Media OwnerlRelemmn Ty I Retention FP...| Alternate Re. ‘ Presere m.
4] 1 D
[+ J[* [[<][~]

To find impact on Policies associated with this SLP due to
change in configuration click here.

Validate Across Backup Policies ‘

| OK || Cancel || Help |

In the Operation drop down, select Backup. In the Destination Storage drop down select the desired

Storage Unit. This will be the unit that the traditional backup will occur to. In the Retention period section

select the desired backup retention. Click OK.

Properties

Source storage: ---

Destination Storage Attributes
Destination storage:

| Sample_Storage_Unit - I
Yolume pool:
Media owner:

- Retention

Retention type:

[Fixed v

Retention period:
l 2 weeks (Retention Level 1) : I

| concel | | Hew |

On the New Storage Lifecycle Policy page. click Add...
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4.

[ Storage Lifecycle Policy | Validation Report |

Storage lifecycle policy name:

Data classification:

Priority for secondary operations:

State of secondary operation processing

@ hctive

Change || Remove |

) Postponed

[T until

HE

|Samp|e_SLP | |<N|] data classificati... | - | | il | :| (higher number is greater priority)
Operation Window | Target Master{ Storage | Yolurme F'DD|| Media Owner| Retention Ty..l Retention P...| Alternate Re...| Prasense ..
Backup == Sample... - == Fixed 2weeks - Mo
4] i [T
ENIENIREIEN

To find impact on Policies associated with this SLP due to
change in configuration click here.

Validate Across Backup Policies |

| OK | | Cancel | | Help |

In the Operation drop down, select Duplication. In the Destination Storage drop down, select the desired

Storage Unit. This will be the unit duplication/replication will occur to. In the Retention period section

select the desired backup retention, note replication on both storage units can be different. Click OK.

Properties | Window

Source storage: Sample_Storage_Unit (Backup)

Operation:

Destination Storage r Retention

Destination storage: Retention type:
ISampIefStnragernil A I |Fixed "‘

Yolume pool:

Retention period:
IZ weeks (Retention Level 1) hd I

Media owner:

[ -] ’

Alternate read server:

[ Preserve multiplexing

[_] Postpone creation of this copy until the source copy is about to expire

Advanced

! OK ! Cancel Help
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NOTE: Default behavior is to duplicate backup images between devices as soon as a backup job
finishes. If duplication should only occur during specific windows of time, such as daytime, then that can

be configured in the Window tab.

5. You should now see the operations in the order they are perform listed on the pervious screen.

Ll New Storage Lifecycle Palicy
Storage Lifecycle Policy | Validation Report |
Storage lifecycle policy name: Data classification: Priority for secondary operations:
|gample_sLp | |<Nu data classificati... |v ‘ | a ‘ ‘| {higher number is greater priority)
Operation Window |Target MasierI Storage ‘ Wolume PEIEI|‘ hedia Owner‘ Retention Ty, | Retention P._| Alternate Re..| Presg
Backup - - Sample - Fixed 2 weeks - Mo
Duplication Default_24x.. -- Bample... - - Fixe 2 wieeks Mo
<] i ] IC
[+ 10+ ] s |
| Add... | ‘ Change | | Remove ‘
State of v operation pr
To find impact on Policies associated with this SLP due to
® Active change in configuration click here.
 Postponed Validate Across Backup Paolicies |
i H =

[ ox || cancel || Help |




6. This process can be repeated to a chain or multiple chains of duplication. Once finished click OK.

Storage Lifecycle Policy | Validation Report |
Storage lifecycle policy name: Data classification: Priority for secondary operations:
[sample_sLp | |<Nu data classificati... | = | | 1 ‘ “ (higher number is greater priority)
Opetation | Window | TargetMasterl  Storage | Volume Pool | Media Qwnet| Retention Ty..| Retention P | Altermate Re... Pr
Backup - - Sample... -- - Fixed 2weeks - Mo
Duplication Default_24x . — dr4300-. — - Fixed 2 weeks - Mo
Duplication Default_24x.. - dr4300e... - - Fixed 2weeks - Mo
Duplication Default_24x.. - dra300e... -- - Fixed 2weeks - Ma
Dunlication  Default 24x. - Sample... - - Fixed 2weeks - Mo
4] i D
ENIENIKEIEN
‘ Add... ‘ | Change | | Remove |
State of secondary operation processing
To find impact on Policies associated with this SLP due to
@ Rctive change in configuration click here.
) Postponed Validate Across Backup Policies
Cluntil HE
e
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Setting up the QoreStor Series system
cleaner

Performing scheduled disk space reclamation operations are recommended as a method for recovering disk

space from system containers in which files were deleted as a result of deduplication.

The system cleaner runs during idle time. If your workflow does not have a sufficient amount of idle time on a
daily basis, then you should consider scheduling the cleaner to force it to run during a scheduled time. If
necessary, you can perform the procedure shown in the following example screenshot to force the cleaner to run.
After all of the backup jobs are set up, the QoreStor system cleaner can be scheduled. The QoreStor system
cleaner should run at least 40 hours per week when backups are not taking place, and generally after a backup
job has completed. Refer to the QoreStor Series Cleaner Best Practices white paper for guidance on setting up

the cleaner.

1 Inthe QoreStor system GUI, Click the System Configuration tab then click Edit Schedule.



2 Define the schedule and click Submit.

The new cleaner event is displayed on the System Configuration Tab.
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Monitoring deduplication, compression
and performance

After backup jobs have run, the QoreStor system tracks capacity, storage savings, and throughput in the

QoreStor dashboard. This information is valuable in understanding the benefits of the QoreStor software.

L]
1 NOTE: Deduplication ratios increase over time. It is not uncommon to see a 2-4x reduction (25-50% total savings) on
the initial backup. As additional full backup jobs are completed, the ratios will increase. Backup jobs with a 12-week

retention will average a 15x ratio, in most cases.



