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Executive Summary

This white paper provides guidelines about how to set up the DR Series system as a backup to disk target for
ASG-Time Navigator over CIFS and NFS. This paper is a quick reference guide and does not include all DR

Series system deployment best practices.

For additional information, see the DR Series system documentation and other data management application

best practices whitepapers for your specific DR Series system at:

http://support.quest.com/DR-Series

i NOTE: The DR Series system and ASG-Time Navigator build version and screenshots used for this document may

vary slightly, depending on the version of the software you are using.


http://support.quest.com/DR-Series

Installing and configuring the DR

Series system

Complete the following steps to install and configure the DR Series system.

1

2

Rack and cable the DR Series system, and power it on.

Initialize the DR Series system. Refer to the DR Series System Administrator Guide topics: “iDRAC

Connection”, “Logging in and Initializing the DR Series System,” and “Accessing IDRAC6/Idrac7 Using
RACADM” for more information.

Log on to iDRAC using the default address 192.168.0.120, or the IP address that is assigned to the

iDRAC interface. Use the user name and password: “root/calvin”.

INTEGRATED REMOTE
ACCESS CONTROLLER

Login

IDRAC | Quest DR6300

Type the Username and Password and click Submit

Username: Password:
—
—

This iDRAC v

Properties
Summary

System Summary & C 7

Server Health Virtual Console Preview

[ < <] < < <N <

Server Information Quick Launch Tasks




5 When the virtual console is open, log on to the system as user administrator with the password StOr@ge!

(The “0” in the password is the numeral zero).

Stor@ge’

6 Set the user-defined networking preferences.

7 View the summary of preferences and confirm that it is correct.

8 Log on to DR Series System administrator console at the IP address you just provided for the DR Series
system with the following credentials, username: administrator and password: StOr@ge!

DR6300

dr6300-15.testad.ocarina local

administrator
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9 Join the DR Series system to Active Directory.

NOTE: If you do not want to add the DR Series system to Active Directory, see the DR Series System Owner’s
Manual for guest logon instructions.

a Inthe left navigation area of the DR Series system GUI, select System Configuration >Active
Directory.

Quest DR6300

dr6300-15.testad.ocarina.local

GlobalView »

Dashboard » Client Connections

Containers » Date And Time

Replications » Enclosures

> Licenses

Support »  Networking
Schedules

10/25/2017 23:10:16
US/Pacific-New SSL Certificate

Storage Groups

Users
b Click the Join link.

DRG300 administrator :
Quest dr6300-15.testad.ocarina.local testad. ocarina.local He :
GlobalView * Active Directory
Dashboard »
Containers »
Replications »

System Configuration ’

Support v

10/25/2017 23:14:23
US/Pacific-New

¢ Enter your Active Directory credentials, and click the Join button.

Chiest | Do

adminisirator . g 2
dr300+15 testad.ocarina.local st wizarifia ol =
Global\iew * Active Directory
Dashboard .
Contamners L % Joln
Raplications *
Domain Name (FOON) [ g0
System Configuration »
Bion & Usarmamea ', .
Password Fmgumed
1262017 00-24:17 =
UsPacific-New Org Unit

[ o
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10 Select Containers in the left navigation area of the DR Series system GUI, and then, in the Action Menu in
the upper right corner, click Add Container.

DR6300 administrator
OUESt drB300-15.testad.ocarina local . 0 H

H
testad.ocarina.local -

—
GlobalView »  |DefaultGroup/Containers £ Add Container
Dashboard » @ Log Out
Container * Marker Type & Access Protocol 3 Connection Status % Replication 3 Acuons
-

. backup Auto NFS CIFS Avallable, Available Not Configured n E n
Replications »

System Configuration > cat1 None NFS CIFS Available, Available Not Configured E
Support »
2 ltem(s) found
10/25/2017 23:28:30
US/Pacific-New

11 Enter a Container Name, select NAS (NFS, CIFS) for the Access Protocol, and then click Next.

DRE300 adminisirator
Quest dr300-15 testad ocarina local o .U H

testad.ocarina local :
Globalview » DefaultGroup/Containers
Dashboard b
Containers , * Add Container
Replications ¥
System Configuration v Access Protocol @ -
Support 3 Container Name @
10/25/2017 23:32:08 | Crrovous | wea> | EFnsn R
USiPacific-New

Container * Marker Type Access Protocol ¥ Connection Status 3 Replication & Actions

backup Auto NFS.CIFS Available, Available Mot Configured n ﬂ n

ntt None NFS,CIFS Available, Available Not Configured E1 2

12 Select the NFS and CIFS check mark for access to the container, as appropriate, and then select Time
Navigator for the Marker type. Click Next.

Quest DR6300

administrator . 0
dr6300-15.testad.ocarina.local

testad.ocarina.local
GlobalView *  DefaultGroup/Containers
Dashboard 4
Containers , |+ Add Container P
Replications »
System Configuration » Access Protocols
Support ’ Marker Type -
10/25/2017 23:38:41 ¥ Cancel
US/Pacific-New
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13 For NFS: Enter the required access control list details and click Next.

US/Pacific-New Client FQDN or IP Address FQDN or IP

Ed
Allow Clients - n

[ creves | vec> [

DR6300 administrator
Quest:| o5 e masmons L aministator g o
GlobalView ' DefaultGroup/Containers
Dashboard »
il ,  * Add Container
Replications »
R NFS Options @ Read Write Accass O Read Only Access
System Configuration ’
Support , Map Root To Root -
Client Access @ Open (allow all clients) O Create Client Access List
10/25/2017 234516

Add Containe |

14 For CIFS, enter the required access control list details and click Next.

Quest DRG300

drE300-15 testad ocarina local

GlobalView »  Arcserve/Containers
Dashboard »

Containers , * Add Container
Replications »

System Configuration N CIFS Client Access @ Open (allow all clients) O Create Client Access List

Support » Client FQDN or IP Address
092612017 00:09:48
I
US/Pacific-New n

Allow Clients

-

Container * Marker Type % Access Protocol &

0 Iterm(s) found

Connection Status &

No records

15 Confirm the settings and click Save.

DR6300 administrator
OUest dr6300-15.testad.ocarina.local testad.ocarina.jocal . 0
GlobalVi
ool Storage Access Protocol
Dashboard 4 Access Protocol NAS (NFS, CIFS)
Containers 4 Container Name sample
Replications ’ Configure NAS Access & Marker
System Configuration » NAS Access Protocol NFS, CIFS
Support » Marker Type Time Navigator
Configure NFS Client Access
10/25/2017 23:48:59
US/Pacific-New NFS Optians Read Write Access
Map Root To Root
Add =
Client Access Open (allow atrcnvrrnr—‘
Configure CIFS Client Access
Client Access Open (allow all clients)
£ Previous Next B Save % Cance
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16 Verify that the container is created.

Quest DRE300 administrator Mo
" drB300-15.testad.ocarina.local testad.ocarina local
GlobalView M @  Ssuccess: Successfully added container "sampie”. Container s being established. Information updates may be briefl deiayed unil the process is fuly completed
Dashboard » DefaultGroup/Containers
Containers >
Container * Marker Type Access Protocol & Connection Status $ Replication # Actions
Replications 3
backup Auto NFS.CIFS Available, Available Not Configured
System Configuration 3 - E ﬂ
Support y cntt None NFS,CIFS Available, Available Not Configured EEaEa
sample TiNa NFS,CIFS Available, Available Not Configured
10/25/2017 23:51.06 P ' valabie, Aval ¢ DO
US/Pacific-New

3 Item(s) found.

17 Select the container that you just created, and click the Graphs icon. Note the container share/export

path, which you will use later to target the DR Series system.

Marker Type: TiNa Connection Type: NFS/CIFS Total Files: 0

Idr6300- 15.testad ocarina local-icontainers/sam pIeI

Open Access (all dienls have access)

NFS Connection Configuration v

w
root
NFS Write Accelerator inactive
CIFS Connection Configuration v
CIFS ghare path I'.-drﬁSC-O-iS.mslad.ocarina.rocal'-sample
Client Access Open Access (all clients have access)
CIFS Write Accelerator inactive

NOTE: For improved security, Quest recommends adding IP addresses for the Backup console (ASG-Time
Navigator). Not all environments will have all components.

Setting up the DR Series System as a Backup Target on ASG-TimeNavigator -

Installing and configuring the DR Series system

12



Configuring a backup job on ASG-
Time Navigator for a CIFS target

This procedure describes how to initiate and configure a backup job using ASG-Time Navigator with the DR

Series system. The high level steps are as follows:
1 Configure CIFS container as a TiNa-library (i.e., backup device).
2 Create a media pool and attach the TiNa library to this media pool.
3 Configure the TiNa backup strategy.

4 Select source data and start a backup job.

1
2

Configuring a CIFS container as a TiNa-
library

1 Open the Time Navigator Administration Console by going to Start > All Programs > TimeNavigator >
Administration. Configure the CIFS container as a TiNa-library (backup device) in the form of a virtual
library system.

2 Log on to catalog.

'E‘ Catalog Login: "catalog™

User: admin

Pasgword: | Fbettn|

(0]4 Cancel | Help |




3 Go to Devices > Library > New.

"‘ catalog - Time Mavigator - Administration Console - ¥Yersion 4.3

Catalog  Monitoring  Platform  Backup  Archiving Iw Staorage  Security  Help

Device Detection Wizard

catalog.cat

R310-5Y5-09

Advanced Device Manager

Drive 3

R310-5Y5-09.5ra

Catalog

Windows 2008

Recovery Agent |

EIEEE

Catalngs Statistics |Cach

EIEEE

e

Catalog "catalog" Server "R310-5YS-09" |

Used Size: 0,15
Allocated Size: 1 GE

GE

Maximum Size; 512 GB
Allocation Status; Mok Expandable i |

Ohjects: 4705
Versions: 9314

&
9

EIEEE

Dperations

Properties. ..

Delete. ..

[3

[ cotslog.cal| [MENGRSSR|

4 Select Virtual Libraries, and expand the Atempo section. Click Virtual Library System.

nsole - Yersion 4.3

Devices Storage  Security  Help

| catalog.cat

| ratosrsoa

|
—

R.310-55-09,5r8

Catalog |

‘Windows 2003

sample_cifs_library | |sample-cifs-fibrary_|

samnple-cifs-library_

Recovery Agent

EIEEE

Catalogs  Statistics |Cache|

Catalog "catalog" Server "R310-5%5

EEEE

Atempo YLS W Disk.

=
W Disk:

FEEE

=

Allocated Size: 1 GB

Used Size: 0.15 GB

Maximum Size: 512 GB

Libraries
Software Controlled Libraries
Wirbual Libraries
Adic
Atempo
L]

[raka Darnain

Emi

Falconstor

Fujitsu
Hewlett-Packard
Network Appliance
Cracle StorageTek
Owerland Storage
Cntantm AT

Cancel |

|»

Allocation Status: Mok Expandable
Objects: 47053




5 Enter a library name (for example, sample_cifs_library) in the New Atempo VLS screen and provide the
CIFS share path in the Media Directory field. Click OK.

Eeneral | Advanced |

Atempo VLS

Host Mame: | R310-55-09

Library Mame: | sample_cifs_library

Murnber of Drives: I z

Media Directary: I\.\. 10.250.240.105\sample D

Cartridge Size (MB): | 10000

Murber of Cartridges: | 300

ok Cancel Help

6 Confirm the library has been properly created in catalog.

NOTE: TiNa backup services should run as the user with domain administrator or administrator write permissions on

the DR Series system.

NOTE: Refer to Appendix A for recommendations on the number of cartridges and size for disk-based dedupe

appliances.

? catalog - Time Navigator - Administration Console - ¥ersion 4.3
Catalog Monitoring  Platform  Backup  Archiving Dewices Storage  Security  Help

T
] ||

7
catalog.cat R310-5v5-09 el
Catalog Windows 2008 sample_cifs_library | |sample-cifs-library_| | sample-cifs-library_ Recovery Agent

:“:“:H:I :H:”:‘ _ Atempo YLS Wt| Disk. Wt Disk. _ l:“:“:l

EEE

R310-5Y5-09.5ra

Catdegs s |core |

Catalog "catalog” Server "R310-5¥5-09" |

Used Size: 0,15 GB
Allocated Size! 1 GE
Maximum Size: 512 GB

tillamakion Skabiz: Bk Fvnandahbla i I



Creating a media pool and attaching
the TiNa library

1 On the Storage menu, click Media Pool and then click New.

Userd Sz 0L15 GB
Alacated Sice: 1 GB
Mairriam Siee: 512 GE |
Objecits: 47056 |
Wersiors: 53149

2 Enter a Pool Name and Label, and click Add. Select the available Drives in the list by clicking OK.

Pool Kame: | sample_mediapool

Label: | sample_mediapool
Commenk:

Retention Period | [ Associated Drives

& Infinite
Add
" Data stored during I—

sample-cifs-librar

[o1 IWeeks 'I REMOYS sample-cifs-ibrar
¥

R
]
g




Configuring the TiNa backup strategy

1 Click the Backup menu and then select Platform Selection. Select the Strategy (for example, Strategy A),
click New, and then click Standard Strategy.

=] 5 |

Catalog  Monitoring  Platform |EIERE Archiving Devices Storage  Securty  Help

Scheduling »
1
Backup Wizard -]
" B [
G
. - Backup Status List...
catalog.cat U atrateqy st . - | — — R310-5¥5-09,5ra
Catalog [ et _library Isamp le-cifs-ibrary_| | sample-cifsdibrary_| [~ pecovery agent
N N b el Y| Disk N
EEEE Sadiup Solecion. . EEEE
Strategy B Properties. .. Snapshot Strategy.
Strategy C 3 . Replication Strategy...
Strategy D » elete. Deduplication Strategy. ..
Full Session MNow
Incremental Session Mow
Cotoos 5135 | ca | __casogea|

Catalog “catalog” Server "R310-5Y5-09" |

Used Size: 0,15 GB
Allocated Size: 1 GB
IMaximum Size: 512 GB
Allocation Status: Mok Expandable

Objects: 47055
Versions: 93149

2 Click the Main button under Media Pools. Select the pool name, and click OK.
‘;" New Skrategy A - Platform R310-5Y5-09 E I

Full |Incremental | Options | Advanced | Snapshat I Replication I

~Media Pools

.

‘ sarple_rmediapoal ’
Multiple Writing P

Add Mame |

Remave

i~ Full Scheduling

Choose | Mew | Edit | Unlirik

I pisable Tempararily:

— Synthetic
FlalCelclp

Reset Innport Calendar Wiew

Ok Cancel Help




3 Similarly, add it for incremental backup. Without this Incremental media Pool, Time Navigator will not

accept to take the full backup.

% Mew Strategy A - Platform R310-5Y5-09

Full @ Options | Advanced | Snapshok | Replication

Media Pools

I sample_mediapool

Multiple Writing Pools

Add MName |

Remaove

i Incremental Scheduling

Choose | Mew | Edit I Wnlink: |

I~ | bisable Temporarily:

Reset Impork Calendar Wiew

QK Cancel Help

Selecting source data and starting a
CIFS backup

1 Right-click the Time Navigator backup server host icon and click Backup Selection.

B catalog - Teme Navigator - Administration Consale - Yersion 4.3

Cotaloq Monkonrs) Platferm  Badap  Archiving  Devices  Storage  Secarty  Help

G| ) e —

Catalog “cataleg” Serves RII0-SrS-09°

Lsad Size: 0,05 GB
Alocated Sme: 1 GB
Masamen Sive: S12GB
Allocstion Stabusi Mok Explndsbls’ 7 I
Chjects; 47056
Versins: 93147




2 Click New, and then browse to the path of the data to be backed up. Select the directory location and click

OK.

% Backup Selection List =] 1

Column choice I
Directory

[ srategy ]

2 Path of the New Backup Selection [_ O] x|

Backup Selection: |

[o]4 | Cancel I Help |

® Browsing "R310-SY5-09" H[=E !

Path
Jd

[£F— sekhar10 B
[F}— sekhar2

[l sekhar3

[+}— sekhar4

[ small_data

=)

[} srinivas

[+}— System Yolume Information
[} temp

[ TIR _sre

[ TsMac

[H— Users

[E]= vephere

Selection
| di\source_dataset

ox|amu]mb

3 Apply a strategy for the new backup selection, and click OK.

? MNew Backup Selection E

Directory: [fdfsource_dataset

tratedigs

MallCe Tc [Cbo

Filters | Time Phases I Properties I Security |

I Mame:

Seleckion: &

Exclusion:

I Size

M i Size: IInFinite LI

— Modified Since

Cays: | 1

Defaulk Configuration |

O Cancel Help

1 | NOTE: Quest recommends that you do not enable TiNa’s native compression and encryption while doing backup and

restore.



‘.w." Mew Backup Selection [ |

Directary: fdfsource_dataset

[ - i

"Strategies

Filters | Time Phases Properties |Security |

Fatm

[~ compressed
I Encoded

[~ Paralielized

Default Configuration |

o4 Cancel Help

4 On the Backup menu, click Selected Platform > Strategy A > Full Session Now.

A ng Devices Storage Security  Help

Scheduling 3

Backup Wizard

Groups. ..

| Backup Status List...
L Strakeqy List...

R310-5¥5-09.5ra

catalog,cat

Catalog B e L . _Iibrary| |sample-cifs-libraryJ sample-cifs-libraryJ Recovery Agent

BEEEI= . e B S

etz d  Mew
Strateqgy B L4 Properties...
Strategy © »

Strategy D v Delete. ..

Incremental Session Mow

Cotogs St |cace|

Catalog "catalog” Server "R310-3¥5-09" |

Used Size: 0,15 GB
Allocated Size: 1 GB
Maximum Size: 512 GB
Allocation Status: Mok Expandable i |

Objects: 47057
‘ersions: 93145




5 Monitor the status of the running job by clicking Monitoring > Job Manager.

Job Manager - Yersion 4.3

B catalog - Time Navigator -

Catalog View Jobe Help
wfuf>| xalv|x|
Acteon Jobs

o | [ vohrm | Mawwn [meds | Subert Dt | Ered Data | -
B Catalog Mantenance = = SOLAIPEII0 1 ShO0:0] S0T4H0S 30 12h00:01
B2 Backup R310-57500 B (Rl wee - - LSS0 THATIE  IVIHIOS{ID TIE4113
282 Badhg RIL0-SYS00 A (Ful) W - - Z0L40S/29 23AL:ET  SDI4MS(E9 23h16:59
201 Cabslog Mantensnce - - ZOLE[05[29 IShO0e0l 2OI4M02S 12h00:03
278 Bachup RNO-STS05 D (A} we_ - - TOLAMG/20 CONIE-AE  D14/DSIZ0 13KE0:00
8259 Badup REI0SYS00 A (Ful) WeE - - ZOLAJIS[29 0ENIT:S5  POA4JS{Z9 (GhE8:4T
Backup RIL0-5Y5-05 D (Full} oG - = SOL4/05[Z9 DOhS25 SO0 O3h24: 14
: H265  Backuo AXI0-SYE09 C (Fully [1- A ZOLEORI20 DHCTEE 1L G348 ]
[ 20 cotalog amber of actwe obs: 1 Wusber of Mestorical Jobs: 10167 b 4

Performing an incremental backup

1 Add the Full backup Media Pool in the Incremental tab. Browse the Media pools by clicking Main, and

then selecting Full backup Media Pool in the list.

4 catalog - Time Navigator - Administration Console - ¥ersion 4.3
Catalog Monitoring  Platform  Backup  Archiving  Dewices Storage  Security  Help

i
= -

catalog.cat R310-5¥5-09

Cakalog Windows 2005

e i Y e e B

[ Media Pools

Wl Disk.

|
.
|
[
[
1

Multiple Writing Pools

Add Mame |

Remove

|

<l

Cataiags  Statistics | Cache |

- Incremental Schaduling

Used Size: 0,24 GB choose | mew | Edr || unink
Allocated Size: 1 GB
Maximum Size: 512 GE
Al et S Bl 7 |
Obijects: 51554
Versions: 240551

Catalog "catalog” Server "R310-5¥5-09"

I~ Bisable Temporarily:

Resst Import Calendar Yievs |




2 Select the full backup strategy by clicking the Backup > Platform Selection and then selecting the strategy
(for example, Strategy A).

3 Click New > Incremental Session Now.

%= catalog - Time Navigator - Admi ration Conscle - ¥ersion 4.3

Catalog Monitoring  Platform [[EEEENEl Archiving Devices  Storage  Security  Help

T Scheduling »
]| Backup ‘Wizard X ’
e [ [ I
— M Backup Status List... l | @ | |r
catalog.cal ;
= Strateqgy List...
Catalng Backu;?;election e ry [ secondary Primary_do Primary_d1 Secondary_do Secondary_di
= i s [ o . ¥l Disk, ] Disk, it Disk, ] Disk
d PlatForm Backup Selection. .. —
Hews
Strateay B Fropsrtiss. ..
Strategy ©
Strateqy D Beistet
Full Ses
| L

Catalogs  Statistics | Cache |

[ catalog "catalog” Server "R310-5¥S-09" |

Allocation Status:

Used Size:
Allocated Size:
Maximum Size:

1 GE

Objects:
Versions:

0.32 GE

S12 GE
Expandable

BEET1
326928

B

catalog.ca I BR310-5%5- I




Configuring a restore job on ASG-Time

Navigator over a CIFS target

1 When a backup job completes, select the Windows Time Navigator host, and configure the Restore

operation by selecting Platform > Restore & Archive Manager.

|5

R310-5Y¥5-09.5r3

Properties. ..

ratalog Delete. ..

Catal Host List, | cifs_library | |sample-cifs-library_| |sample-cifs-library_ Recovery Agent
R E[ application List., . mpo YLS Wl Disk. Yt Disk B l:“:“:l
Search r
Display 3

Set Preferences..,

Cetoogs Stakkts | Cache | Tirs10-5t5: |

Catalog "catalog” Server "R310-5¥5-09" |

Used Size: 0.15 GB
Allocated Size: 1 GB
Maximum Size: 512 GBE
Allacation Status: Mok Expandable i

Objects: 47058
Versions: 93149

2 Enter the credentials of the Host for the Restore Job configuration and click OK.

?" Log on to the Host "R310-5Y5-09"

Platform User: | administrator
Platform Domain: | R310-5Y5-09

Platform Password: | #sits|

(04 Cancel Help




3 Browse to and select the objects to be restored.

Catalog Tree Archiving Backup Restare Help

Platforms ——————|  pger O Jat May 31 2014 09:11

Connected to; Elw '= [

=3 MRrato-svs-09

A5 user:
Fu310-5Y5-09 administr akor

Tirne Mavigation

~

+ Past

EENERErT |

I™ Shaw deleted files
For the past:

lﬁﬂ Days hd

Tree Control
I=  Wigw Madifid Files 1
™ Wiew Unprotected Files I

4 On the Restore menu, click Run.

A e Navigator - Restore &
Catalog Tree Archiving Backup

View Checked Objects Only

'] Connected to:
o rato-svs09 Test D
=

~ v
se s o i

R310-3¥3-09administrator

~Platforms
Microsoft

Sak May 31 2014 09:11

¥

i~ Time Mavigation
" Present
% past

|us131fzu14 09:11 El

I Show deleted files
For the past:

IDZ = IDays or
-

 Tree Control
I= | Wigw Modified Files
I™ | Wiew Unprotected Fles




5 Select one of the

7 Time Navigator - Restore

[ Platforms
Microsoit

i Connected ta:

R310-5¥5-09

9
Je
A5 user;

R310-5%5-09) administrator

Catalog Tree Archiving Backup Restare Help

Restore Destinations and click OK.

& Archive Manager - Yersion 4.3

r~ Time Mavigation
" Present
% past

USfaL/01 0%t |

I™ show deleted files
For the past:

Eﬂ Days 'l

Past S Sak May 31 2014 09;11
Slng
Es
V—a H source_dataset
2 Restore
Parameters | Behaviar | Security |

[ Restore Destination

" Other Directory: |
% Qriginal Directory

=]

Restore Level

¥ Restore Data and Attributes except Attributes of Existing Directories

Tree Contral
= Yigw Modified Files
I Wiew Unprotected Fles

" Restore Data and Attributes induding Attributes of Existing Dirsctories
" Restore Object Attributes Cnly
" Restore Directary Attributes Only

[ Donot Restare Security Attributes
¥ Gothrough the Filesystem Maunting Points during Restore

I™ Restore all file versions

Infaormation

Volume ta Restore (bytes): 20,971,520,740

Mumber of objects bo restare: 2 Update
oK I Cancel | Help

7 Platforms
{Microsoft

) Connected ko
] rano-svs-9

A5 user!
Fe310-55-09 administrator

Catalog Tree Archiving Backup Restore Help

The Restore Information window shows the restore progression to its completion.

past & Sat May 31 2014 09:11
S[m.—
o~

V—a u source_dataset

[ Show deleted files
Far the past:

1 Tree Control
= view Modified Files
I= Wiz Unprotected Fi

~Time Havigation —|
" Present

(% Past T Restore Information ol
05/31/2014 09:11 Frogress |Events |
- General

I Restore complete

Infi
e rource Sesetfocdon |8 wformation _________EJ|
Restore complete

rDataRestore
Volume restored: 20,000 MB
Restored Files: Mumber of objects restored: 2

Restored directories:

o

Ertars:




6 Monitor the restore job status by clicking Monitoring > Job Manager.

# catalog - Time Navigatot - Job Manager - Yersion 4.3 [_ (3] x]
Catalog View Jobs Help
A ufr] 3]a]]x]
r#Active Jobs P ———
i Submit Date
Running {acti ions) b - sample_mediapool0d  2014/0 9106
Hiskatic
Status | Description | Yolume | Alarms | Media | Submit Date | End Date | -
Backup R310-53-09 A (Full) 19GE - sample 2014/05/31 08h57:13 20140531 09hd4:52
Cakalog Maintenance - - 2014/05j30 12h00:01  2014/05(30 12hd0:01
Backup R310-5Y5-09 B {Full) 19GE - e 2014/05/29 23hd9:28  2014/05/23 23h54:13
Backup R310-53-09 A (Full) 19GE - o 2014/05/29 23h11:19  Z014/05(29 23h16:39
Cakalog Maintenance - - 2014/05/29 12h00:01  2014/05(29 12hd0:03
Backup R310-5Y5-09 D {Fully 20GE - e 2014/05/29 03h35:46  2014/05/29 03h5%:08 b
Backup R310-5v5-09 & (Ful) 20 GB - = 2014/05/29 03h37:55 20140529 03h55:47
Backup R310-53-09 D (Fulll 0GE - o 2014/05/29 03h23:25  2014/05/29 03h24:14 j
I Azt Detai
G catalog ‘Number of Ackive Jobs: 1 Number of Histatical Jobs: 10168 |?

When the Restore job completes, it appears in the Job Manager.

8 catalog - Time Navigator - Job Manager - Yersion 4.3 (O] x|
Ll View Jobs Help
LTI S Y A
- Active Jobs
Status | )] | Desciption Progress | Alarms | Media | Submit Date |
- Historic
| Descnﬁo_n-\ | Yolume | Alarms | Media | Submit Date | End Date | ﬂ
Restore R310-5Y5-09 ) 19GB - sampleme  2014/05/31 00h1%:06  2014J05/31 09h26:56 |
ull) 19GB - sample_tne 2014/05/31 08hS7:13  2014/05)31 09h04:52
atalog Mainkenance - - 2014/05£30 12h00:01  2014/05{30 12h00:01
Backup R310-5Y5-09 B (Full) 19GB - onZ_mp 2014/05/23 23h42:28  2014/05/29 23h54:13
Backup R310-5Y5-09 A (Full) 1966 - conlmp 2014{05/20 23h11:19  2014/05/29 23h16:39
Catalog Maintenance - - 2014/05/29 12h00:01  2014/05/29 12h00:03
Biackup RA10-5Y5-09 D {Full 0GB - dfsmp F014/05/29 03306 2014/05/29 03hS9: 03
Backup R310-3Y5-09 A (Full) 20GB - dfs2 mp 2014/05/23 03h37:55  2014/05/29 03hS3:47 j
I #lrm Dkl
|B catalog |Number of Active Jobs: 0 Mumber of Histarical Jobs: 63(169 ‘?




Running a duplication and restore job
on a secondary CIFS target

For certain Disaster Recovery scenarios, a duplicate copy of a backup data set from a primary DR Series system

can be made available on a secondary DR Series system.

ASG-Time Navigator

Backuo Server

CIFS
CIFS

- -
- -

Primary-DR4X00 Secondary-DR4X00

I o | I

VTL Container B VTLContainer B

Follow these instructions to create a duplicate copy of a backup.

1 On the primary DR Series system, create a CIFS container.

fs ——-name primar




2 On the secondary DR Series system, create a CIFS container.

The following figure shows the configured primary and secondary DR containers as Primary-Virtual
Library System (VLS) and Secondary-VLS for demonstration of duplication and restore from a secondary

DR Series system.

! ? catalog - Time Navigator - Administration Console - Yersion 4.3
Catalog Monitoring  Platform  Backup  Archiving Devices Storage  Security  Help

|

1 1 .
bty ||: T\ - ||: - ||:

catalog.cat R310-5Y5-09 ‘

Catalog Windows 2008 Frimary Secondary ’ Frimary_dd Primary_d1 Secondary_do Secondary_d1

:l l:l l:l l:l El l:l l:l l:l ]\Atempn WS Abempo YLS /'[ W Disk. Wl Disk. W Disk. W Disk

|« [
Cotdogs ot | cache| e

| Catalog "catalog” Server "R310-5¥5-09" |

Used Size: 0.24 GB
Allocated Sizet 1 GE
Maximum Size: 512 GE
Allocation Status: Expandable T |
Objects: 81552
Wersions: 240579

The Backup Job is configured and submitted on the Primary DR Series system.



g catalog - Time Mavigator - Administration Console - Yersion 4.3

Catalog Monitoring  Platform  Backup  Archiving  Devices

Storage  Security  Help

<

‘Catalogs  Statistics

| Cache I

| Catalog "catalog” Server "RI10

Used Size

Allocated Size:
IMaxirurn Size:

Allocation Skatus:

Ohjects:
Versions:

+ 0.24 GB
1GE

512 GB
Expandable

§1559
240587

I spcroson I .
— '.Ej’ = —I—
= z |
catalogeat || Ralo-svso9 |
Catalog | Windows 2008 Frimary Secondary | Primary_dd ! Frimary_d1 é Secondary_d0 Secondary_d1
:] D D |:] El ’:‘ D l:l Atempo YLS Atempa YLS Wl Disk Wt Disk Wl Disk
TiNa_Dell_Paoloooc
555,905 KB
- 1
P 10.250.242.139 - PuTTY =RECE X

For duplication of existing backup data Configuration, when the primary backup job completes, click

Storage > Media > Management.

dl

- Media Paol R
{Microsoft | Deduplication Pool ~ » L

E] ’ & Prefix... ||

g = Snapshot...
(2] =il | C
catalog. cat R310-5¥5-09 Replication L4 |—
Catalog Windaws 2005 Prim B Primary _d0 Primary _d1 Secondary_do Secondary_d1

5 Aterpa W[5 [ Atempo VIS Wl Disk. Wl Disk. Wl Disk. Wl Disk.
DR

"Catalogs  Statistics

| Cache |

| Catalog "catalo

g" Server "R310-5¥5-09"

Used Size
Allocated Size

Maxirum Size:
Allacation Status:

Objects:
Yersions:

1 0.24 GB
t1GE

512 GB
Expandable

81671
240699

catalog.co




4 Select the media pool name on which the secondary logical drives are available and click OK.

= catalog - Time Navigator - Administration Console - ¥ersion 4.3

Catalog  Monitoring  Platform  Backup  Archiving Devices Storage  Security  Help

1
7] [ ‘I:
catalog.cat R310-5%35-09
Windaws 2005 Primary Secondary Primary_d0 Primary_di Secondary_d0 Secondary_di

LI

Catalog

:l El El El El El El El Atempo YLS Atempo YLS Wl Disk Wt Disk wH Disk vt Disk.

=] B3

Mame |

backup_mp

cifs-tina
Al I conl_mp _'I

x| hyper_mp ==
Catalogs  Stabistics |Cache| = iapoal
: = S-cifs-savi

| Catalog "catalog” Server "R310-5%5-09" |

Used Size: 0.24 GB
Allocated Size: 1 GE
Maximurn Size: 512 GB

Allocation Status: Expandable | oK | Cancel

Objects: 81671
Wersions: 240699

5 Select the Cartridges and click Duplicate.

Catalog Monitoring  Platform  Backup  Archiving Devices  Storage  Security  Help

=y |i
=

LI

|
catalog.cat | [ R3to-svs-0a

Catalog | windows 2003 | Primary | Secondary | Primary_d0 | Primary_d1i | Secondary _di | Secandary_di

E l:l[ catalog - Media Management _|Of =} v Disk
Pool Label: Tina-dell_p Pool name:  Tina_dell_p Retention: Infinite
Mumber of cartridges: 3 Total Yolume: 22,052 ME
Colurnn choice | Expart | I Display InfOut Status Infout Period | Pool Choice: |

Barcode Wolurne | Status Filling Level Location Retention Petiod

Full
Partly Filled

KT

Catalogs  5Ste

Catalog '

Llse
Allocate
Maxime

Allocation

C
e

Recycle | Close | Reopen | Delete -> Spare | Duplicate | OFF-line | Infatmation |
o

Wate the selected cartridges |
lose | Help |




6 Click Start to see the duplication in progress.

Catalog Monitoring  Platform  Backup  Archiving  Devices

Storage  Security  Help

1
e [
= |: —
catalog.cat R310-5%5-09
Catalog Windows 2008 Primary Secondary Primary _d0 Primary_d1 Secondary_do Secondary_d1
B l:l l:l l:l n l:l l:l l:l Atempo YLS Atempo YLS yt| Disk Wtl Disk Wt Disk Wt Disk.
Tina-dell_pool0000; PoolZ0000001
9,995 MB 358,401 KB
@ catalog - Media Management J =] [E3
Pool Label: Tina-dell_p Pool name:  Tina_dell_p Retention: Infinke
Murnber of cartridges: & Total Yolume: 53,335 MB
iI Colurn choice | Export | " Display InfOut Status  In/Out Period | Pool Chaice | Iv]
Catalogs Ste | Heme | Rarenda | vialime | Shakie | Fillina 1 avel [ | Retentinn Parind |
Duplicate Cartridge
Catalog ' -
L Cartrldges | Skakus | Dtives | Skatus
Tir ETia-dell pooiionoon Duplicating Primary_d1 Allocated
Ust T!r Tina-dell_poal0000002 - Primary _d0 Free
dlocats |7 | Tinardel_pooioonoooa .
MaimL
Allocation
[ ‘Work in progress
W I 0ja
Start I Cancel |

Close | Help |

7 Monitor the duplication work in progression on the Primary and Secondary DR Series systems.

Catalog Monitoring  Platform  Backup  Archiving  Devices

Storage Security  Help

e [ L - ]
= z ] — (]
catalog.cat R310-5Y5-09 b
Catalog Windows 2005 Primary Secondary Primary_do ! Primary_d1 Secondary_do " Secondary_d1
:”:”:“:‘ I”:”:“:‘ Atempa YLS Atempo YLS Wt Disk —-?‘ WH Disk
Tina-dell_pool0000i| |Poolz0000002
9,995 ME: 1,011,329 KB
¥ catalog - Med _ O x| |
¥ I 3 Reteni™
P 10250.242.139 - PuTTY = =T ER 10.250.243.119 - PuTTY




Right-click the secondary logical drive and click Enable (For Restore Only).

o

=
-

catalog.cat R310-5%5-09
Catalog windows 2003 Primary Secandary Primary_d0 Prirnary _d1
= Atempo YLS Atempo Y¥LS Wt Disk Wt Disk
15 [ (e |

Maintenance

Properties. ..

Identify Content. ..

Eject Media
Tesk...
Hide
K1 [
Cotags St | coche | | coroo.co| |
| Catalog "catalog” Server "R310-5%5-09" |
Used Size: 0.28 GB
Allocated Size: 1 GE
Maxirmum Size: 512 GB
Allocation Status: Expandable i |
Objects: 1671
Wersions: 339220
Monitor the Restore progress on the secondary system.
L= = [ g = =T 0 = 3 T
2
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i
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it | p310-5vS-09iAdministrator
ct
[ Time Mavi
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# j [ ctisavesetidata) D0NO000N 00146 .ok
J5]
- o|(B| &

@ 10.250.242.139 - PuTTY
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’T i cata\og.rmw—
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10 Wait for the restore to complete from the secondary container to client.

Catalog Tree Archiving Backup Restore Help

rPlatforms | paat o Sak May 31 2014 09:11
iMicrosolt
L Cornected ko:
W rat0-svs-09 B E.-I— !
=y

d
As user: —O . source_dataset
R:310-5Y5-0%administratar

[~ Time Mavigation *‘
" Present

(% Past T Restore Information ol

05/31/2014 0%:11 T |Event5 |

I™ Show deleted files [ General

For the past: | Restare complete

coe— | T —

—
% Infc ki
|d:\source_datasetifsﬂdup i normadon [x]

7 Tree Contral

I= iew odried Files Restore complete
" rDataRestore
= view Unpratect=d i @ Volume restored: 20,000 ME
- Mumber of objects restored: 2

Restored files:

Restored directories:

o

Errars:
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Configuring a backup job on ASG-

Time Navigator over an NFS target

The procedure described in this section provides the steps to initiate and configure a backup job using ASG-Time

Navigator with the DR Series system. The high level steps are:
1 Configure an NFS container as a TiNa-library (that is, a backup device).
2 Create a media pool and attach TiNa logical drives to this media pool.
3 Configure a TiNa backup strategy.

4 Select the data to be backed up, and start a backup job.

Configuring the NFS container as a

TiNa-library

1. Enter the tina_adm command from the <TiNa install path>/Bin directory to open the Time Navigator-
Administration Console-version 4.3 and configure the backup device in the form of a virtual library system.

2. Click Library > Devices > New.



E dell - Time Navigator -

Administration Console - Version 4.3 __

Archi | I Security

n Wizard
Advanced Manager
Drive

| Library

.. Cache - dell. l:‘

rer "TINA_LInux6

Catalog  Monitoring

Library List

Virtual Libraries
Adic
Atempo

Data Domain
Emc

FalconStor

Fujitsu
Hewlett-Packard
Network Appliance

Oracla StoranaTalk

Cancel

4. Enter a library name (for example, TiNA_Library) in the New Atempo VLS screen.
5. Browse the Media Directory to select the DR container (NFS) mount point, and click OK.
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Browsing “TIHNA_LinuxEd_backip_Server”

TiNA_Linim&d_Backup Seever
mink

| TiA_TargetSontaier |

The DR container should be mounted on the machine on which TiNa is running.

6. Click OK to assign the selected mount point on the New Atempo VLS

New Atempo VLS
Catalog  Monitoring  Platy Adh
Atempo VLS

Host Name: Tib

Library Name:

Number of
Media Dir
Cartridge Size (MB):

MNumber of Cartride

Allocated Size: 1 @8

Maximum Size:

Allocation Status:

3 | NOTE: See Appendix A for information about best practices, cartridge size, and number of cartridges for the DR

Series system.




Creating a media pool and attaching TiNa
logical drives

1. To create a Media Pool, select Storage > Media Pool > New.

— 1
2] dell - Time Navigator - Administration Console - Version 4.3 =[]

Catalog  Monitoring  Platform  Backup  Archiving Dev

dell.cat TINA_LinuxGd

Gatalog Linux | A 1 I ..
” || H Atempo VLS th Dis

Status: expandable

2. Enter a Pool Name and Label and click Add.
3. Select the available Drives in the list and click OK.
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H dell - Time Havigator - Administration Console - Version 4.3 =0 ¥

o = Drives
C=U0 Yy
= - | -

TUbEs | e | TR ) e o] TR

TiNA-Librany_a0

Configuring a TiNa backup strategy

1. Create a backup strategy by clicking Backup > Platform Selection and then selecting the Strategy (for
example, Strategy A).
2. Click New and then click “Standard Strategy.”

dell - Time Navigator - Administration Console - Version 4.3 E]@E]

Catalog  Monitering  Platform | g Storage  Security

Server "TINA_LinuxBd B
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3. Click Main under Media Pools, and, in the Media Pool Selection dialog box, select the pool name and click
OK.

[%] ] New Strategy A - Flatform TINA_LInuxGd_Backup_Server o

Media Pool Selection

Selecting the data to be backed up and
starting a backup job

1 Configure the data to be backed up as follows:

a Right-click the Time Navigator backup server host icon and click Backup Selection.



dell - Time Navigator - Administration Console - Version 4.3

alog  Monitoring  Platform Backup Devices Storage  Security

[i| Disab — [
]T B T dbrary di| |TINA-Library d

de Drives

"TINA_Linux6:

b Click New and then browse to the path of the data to be backed up.

¢ Select the directory location and click OK.

i B3 dell = Time Navigator - Administration Console - Verslon 4.3

|

Path of the New Backup Selection

d Click Properties, and then clear the Compressed and Encoded checkboxes.

e Click OK.
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=] dell - Time Navigator - Administration Console - Version 4.3 SE

Catalog Monitoring Platform Backup  Archiving Devices Storage  Security
Backup Selection Properties

Backup Select

Format
I~ Compress

| ™ Encoded

[~ Parallelized

New I Properties I Delete

Allocation Status: mxpandable W
Obljects: b Default Configuration

Versions: 249232
I Cancel I Help

NOTE: Quest recommends that you do not enable the TimeNavigator native compression and encryption features

while performing backup/restore.

f Configure the properties for the new backup selection as needed, and click OK.
Monitodng  Plafiorm  Backup  Aschi

- Hew Backup Salection

Limsin -

g Select Backup > Selected Platform. Select a Strategy, and click Full Session Now.



dell - Time Navigator - Administration Console - Version 4.3 =Y

Platform | ckup iving i Storage  Secur

TiNA L |

or "TINA_LinuxG4_B.

Maximum Si

Allg

Monitor the status of the running job by clicking Monitoring > Job Manager. The backup progress is shown
in VTL disk (logical drives).

%] daell - Time Navigater - Administration Console - Verslon 4.3 | =20} %]

TibA_Libeary | [TiNA-Library_ o |[TINA-Librany

AT 5 Wil Dk Vel Disk

TiRA,_ Dasll PO
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3 Double-click one of the Active Jobs to view the complete details.

dell - Time Mavigater - Administration Console - Verslon 4.3

dell - Time Mavigator - Job Manager - Version 4.3

4 For Incremental Backup, add the Full backup Media Pool in the Incremental tab.

5 Browse the Media pools by clicking Main, and then selecting the Full backup Media Pool in the list.

Catalog

Media Fools

I Main: %
Multiple Writing Pools

[ |

l Remove

MName

Media Pool Selection

Name /
pooi28
Imay28
Incremental Scheduling i
e el
primary-pool

i Ne i Edit]

ble Temporarily

R Import Calendar View [
) !
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6 Select the full backup strategy by clicking Backup > Platform Selection and then selecting the Strategy
(for example, Strategy A). Click New > Incremental Session Now.

dell - Time Navigator - Administration Consecle - Version 4.3
Catalog Monitoring Platform | Backup Archiving Devices Storage Security
Scheduling P
Backup Wizard

Groups...

dell.cat TINA Linu| Backup Status List... :
Catalog Linux| Strategy Lis SRR e
D DD — || Backup Selection List... Vil Disk

e R Backup Selectlon... J

Strategy A T
Bl Properties...
Strategy C

Strategy D
- Full Sesslon Now

Incremental Session Now
Catalogs | Statistics

Maximum Size:

Allocation Status: _i—‘i’_

Objec 172497 |
i bt s ]

Versions: 251788 |
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Configuring a restore job on ASG-Time

Navigator for an NFS target

1 For a restore operation, select the Linux Time Navigator host, and configure the Restore operation by

selecting Platform > Restore & Archive Manager.

E———
dell - Time Navigator - Administration Console - Version 4.3 E][E]E]

Security

Allo

Maximum Size:

Allo n Status: =

2 Enter the credentials of the Host for the Restore Job configuration and click OK.
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] dell - Time Navigator - Administration Console - Version 4.3 =lolx]

Catalog  Monitoring  Platform  Backup  Archiving e Storage  Security

dell.cat TINA_LInux64

B Log on to the Host "TINA_Linux64_Backup_Server™
Platform User

Platform

Atempo Time Navigator”

Restore & Archive Manager

Version 4.3 @ 1991 - 2014 Atempo

cation Status: expandable

3 Browse to and select the objects to be restored, and then select Restore > Run.

B H Time Mavigator - Restore & Archive Manager - Version 4.3 SRS

Trsk  Archiving Backup | Re

I Wiew Checkis

arkar_ datasal
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Select one of the Restore Destinations and click OK.

R Ination

A s R .
Other Directory:

~Original Di

~Restore Data and Attribut
“™Restore Data and Attributes ncluding Attributes of Exis
store Object Attributes Only
—| Show de re Directory Attributes Only

For the pa

A r | Do not Restore Security Attributes

— _lGo through the Fil em Mounting Points during R

| Restore all file versions

Volume to Restore (byte

Number of ob

Information

omplete
I show de
e thes . Volume restored: 1:
Number




Running a duplication and restore job
on a secondary DR Series system
NFS target

For certain Disaster Recovery scenarios, a duplicate copy of a backup data set from a primary DR Series system

can be made available on a secondary DR Series system.

ASG-Time Navigator Backup

Server

NES

Primary-DR4X00 Secondary-DR4X00




2 On the secondary DR Series system, create an NFS container.

3 Mount the primary and secondary DR containers on Time Navigator backup server

4 The following figure shows the configured primary and secondary DR containers as Primary-VLS and

Secondary-VLS for demonstration of duplication and restore from the secondary DR system.

L ] dell - Time Navigator - Administration Console - Version 4.3

Catalog Monitoring Platform  Backup Archiving Devices Storage  Security

[Tina Lo | g&i A i =

FIEIEIE Al -] | Aemeevis | [Ameovis [ wibek | [ vioec | [ wibw 7| [T viiDek |
e

— 1 1

s

Catalogs

Catalog "dell" Server "TINA_Linux64_BackupServer"

Used Size: 0.27 8
Allocated Size: 1 e
Maximum Size: 36 er
Allocation Status: Expandable |?
Objects: 171882
Versions: 250492

The Backup Job is configured and submitted on the primary DR Series system.



dell - Time Navigator - Administration Console - Version 4.3

Catalog Monitoring Platform  Backup Archiving Devices Storage Security

,7_ [ pimay || Seconday | [ Prmay_co || Prme [Secondary_do | [ Secondary_at |
B [ Atempo vis | [ Alempovis | Vil Disk

Catalogs | Statisti
Catalog "dell" Serv

Used Size
Allocated Si
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For duplication of existing backup data Configuration, when the primary backup job is completed, click
Storage > Media > Management.

B dell - Time Navigator - Administration Console - Version 4.3
| Cataleg Monitoring Platform  Backup  Archiving Devices | Storage  Security
Media
Media Pool
dell.cat TINA_Linuxe4_| == =1 N B i
IT nary_di Secondary_d0 | | Secondary di
il Disk Vil Disk Vil Disk

172188

250800




6 Select the media pool name on which the secondary logical drives are available and click OK.
'r@ dell - Time Navigator - Administration Console - Version 4.3

Catalog Monitoring Platform Backup Archiving Devices Storage Security

LB Rk BBl E Bl
T oEEEL [Aempovis || wipisk |[ wiDisk || viDisk || viDisk
B

BT

- Media Pool Selection
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10drivespool 10drivespool
1tbpool 1tbpool
common common

commonz

nis s nis1

nis1122 nis1122
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Maximum Size: 36 a8 T
Cancel
I 172188 [
: 250800

7 Select the cartridges and click Duplicate.

Catalog Monitoring Platform  Backup Archiving Devices Storage  Security

| |—

% l% Primary Secondary P.rll;nar_v.(_do : Primary_d1 .Seco;)dal;y_do Sec;:rnary_m
D DD D E DD D Aternpo VLS | | Atempo VLS Vtl Disk | Vil Disk | Vil Disk | Vi Disk |

dell - Media Management x

Pool Label: Pool name:
Number of cartridges Total Volume:

Column ¢

Statistics [
MName Barcode Volume Status
" ) P P =]

MB

Catalogs

Maximum Si
Allocation Status:

Objec

I Delete I -> Spare | Duplic
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8 Click Start to see the Duplication in progress.

ﬂ J
’7 [Secondary a0 | [Secondary a1
JJJJDDJ Atempo VLS | [ Atempo VLS | ]WIWIW]W
lm ]m

[ osesme [ sazzme

dell - Media Management

1
Pool Label: Pool name: r

] Duplicate Cartridge
Mumber of cartridge: Total Volume: e

Cartridges Status Drives Status
uplication_Pool0000001 Duplicated Primary_d1
Export [T D| uplication Pool0DO0002  Dupiicatir
MName Barcode Volume ‘

Duplication_Pool0000001 Primary_0 9985 MB
Duplication_Pool0000002 Primary_1 558673 KB -

Allocated

3 I Delete | - Spare

9 Restore from secondary is required when the primary is down or inaccessible

Catalog Monitoring Platform  Backup  Archiving Devices Siorage Security

Catalogs

Allocation Status

Objec 172188
Versions: 251109




11 Restore data selection.

] Time Navigator - Restore & Archive Manager - Version 4.3

Catalo
Gata]ng Tree Archiving Backup HRestore

Platforms

Linux Connected to:

£%* TINA_Linux64 BackupServer
As user:

root

Time Mavigation

[ |
|
[ ]
|
L
]

12 Monitor restore progress on the secondary DR Series system.

Catglog Tree Amchiving Backup  Restore




13 Restored data from secondary DR container to client.

7 Time Navigator - Restore & Archive Manager - Version 4.3 el

Catalog Tree Archiving Backup Restore

Platforms

Linux Connected tn- A
Restore Information x

I Events

General

Data Restore Aftributes Restore

Restored files: 1 | Restored Attributes: 1 |
Restored directories: 0 | Emors: 0 |

Error
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Setting up the DR Series system

cleaner

Performing scheduled disk space reclamation operations are recommended as a method for recovering disk

space from system containers in which files were deleted as a result of deduplication.

The system cleaner runs during idle time. If your workflow does not have a sufficient amount of idle time on a
daily basis, then you should consider scheduling the cleaner to force it to run during a scheduled time.

If necessary, you can perform the procedure shown in the following example steps to force the cleaner to run.
After all of the backup jobs are set up, the DR Series system cleaner can be scheduled. The DR Series system
cleaner should run at least 40 hours per week when backups are not taking place, and generally after a backup

job has completed.

1 Click System Configuration > Schedules.

Quest DR6300

dr6300-15.ccarina.local

GlobalView » Active Directory
Dashboard » Client Connections
Containers Date And Time
Replications Enclosures
ISystem Configuration »  Licenses
Support b MNetworking

SSL Certificate

Storage Groups

Users




2 In the Action menu, click Add Cleaner Event.

DR6300 L .
Quest dr6300-15.ocarina local administrator @ 0 §
sasver + Schedules
Dashboard » . Add Replication Event
Cleaner status: Running g Cleaner Schedule Al ~ M Source Replication Schedule Al - Add Multiple Replications
Containers
M Target Replication Schedule Al Add Multiple Cleaners
Replications Run Cleaner Now
X . Sun Mon Tue Wed Thu Fi
System Configuration »
3:00 ® Log Out |
Support »
4:00
3 Define the cleaner schedule and click Save.
(i) Only one cleaner event is allowed per day.
Set event from start day: Friday ~ at: 01 - : 00 ~ toendday: Friday * att 03 - 00 -

The new schedule will appear on the Schedules page.

DR6300
OueSt dré300-15.ocarina_ local

administrator . 0

GlobalView *  Schedules
Dashboard »

Cleaner status: Done M Cleaner Schedule Al
Containers

M Target Replication Schedule Al «
Replications
B Sun Mon Tue
System Configuration » 0-00

Support »
1:00
2:00
3:00
4:00

5:00

6:00

M Source Replication Schedule Al =

Thu

Fri Sat
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Monitoring deduplication,

compression, and performance

After backup jobs have run, the DR Series system tracks capacity, storage savings, and throughput on the DR

Series system dashboard. This information is valuable in understanding the benefits of the DR Series system.

i NOTE: Deduplication ratios increase over time. It is not uncommon to see a 2-4x reduction (25-50% total savings) on

the initial backup. As additional full backup jobs are completed, the ratios will increase. Backup jobs with a 12-week

retention will average a 15x ratio, in most cases

Quest DR6300

drB300-15.ocaring local

administrator .} :

GlobalView
Dashboard
Containers
Replications

System Configuration

Support

b

Dashboard
Capacity =3 Storage Savings
— Total (34.88 TB) 100 || == Total Savings (B.25%)
= Used {0.0 TB)
= Encrypted (0 TB)
=
2 2 2 FA) 25 21 29
Oclober 2017 Oclober 2017
Throughput m System Usage
— Head (U MiBs) i || — CPUI%)
— Wit (0 MiB/s)

—  Memoary (0%)




Appendices

A - Best practices for
setting up ASG-Time Navigator VTL

on a DR Series system

The DR Series systems are capable of running a cleaning cycle on a regular basis to recover data space that is
no longer required by the deduplication process. Using a DR Series system as an ASG-Time Navigator VTL
repository requires periodic maintenance to achieve the best usage from the system. Space reclamation from
virtual media of a ASG-Time Navigator VTL hosted on a DR Series system has some specific requirements.
Even though ASG-Time Navigator can locate and blank media that is marked for spare or reuse, the DR Series
system will not know that ASG-Time Navigator has marked the media for spare or reuse and will not reclaim the
space on the next clean cycle. This is due to the fact that ASG-Time Navigator will only update the header on the

media and not scrub through and remove the old data.

To ensure that the cleaner cycle can reclaim space, the marked for reuse media must be identified and cleared
using the tina_libary_control. Tina_cart_control utilities must be removed and then re-added as a new file. Since

the new file no longer has any content, the DR Series cleaner cycle can reclaim the space.

Due to various factors such as data set size, data set iteration or count, retention period, and change rate, it can
be difficult to determine the best VTL size and configuration for any given deduplication situation. One of the best

practices is to:
e Size the VTL to no more than 10x the physical available disk space.

e Or, assess how much data you have to back up and the required retention periods for each set of data so
as to not exceed either one of these two guidelines when creating the virtual media for the virtual tape

library.

e And, set the drive count to be equal to the number of simultaneous jobs or data streams desired, without

exceeding the maximum guidelines set forth by the vendor.

For Example: Starting with a storage appliance with 2TB of physical disk space. Based on the 10X usage
recommendation, you can create a VTL of 20TB of total storage. But, given that the data backed up per week is



2TB and data retention is 4 weeks, the total amount of data stored at any given time would only be 8TB.

Reducing the VTL space to 10TB would then be a more efficient use of space.

Once the overall size of the VTL is determined, the number of virtual drives to create and the granularity of the

VTL is the next consideration.

Most storage appliance operating environments can effectively handle a set number of streams. Any read or write
operation to and from a VTL virtual drive would denote a stream. As a rule of thumb, the number of virtual drives
to create in the VTL should reflect what is required to support simultaneous streams, or concurrent jobs. Creating
an excessive number of drives does not yield any benefits and could lead to performance degradation. It is
important to also never exceed the number of streams supported by the appliance vendor’s operating

environment when creating VTLs and virtual drives.

Media size is the final consideration when creating a VTL. Unlike physical media, virtual media can be created to
any size within the allowed range set by the appliance. So proper media size selection is important to ensure
smooth operation of the VTL. Creating a small number of large media will extend the retention of expired data
and prevent proper recycling within a media pool. Creating a large number of small media puts a strain on the
ASG-Time Navigator Media Management process and can cause contention of resources. We recommend that
the media size be made to accommodate for the media group retention policy such that when the retention period
is expired for that group all items on the media should expire as well thus allowing for the reuse of the virtual

media in question.

B - Creating a storage device for CIFS

There are two options for ASG-Time Navigator to authenticate to a DR Series system through CIFS.

e The DR Series system is joined into an Active Directory Domain: Integrate ASG-Time Navigator and DR
Series system with Active Directory and ensure the Active Directory user has appropriate ACLs to the DR

Series system container share.

e The DR Series system is a standalone CIFS server: Make sure this CIFS user has appropriate access
permission to the DR Series system container share. The ASG-Time Navigator Backup Node will use this
user to authenticate to the DR Series system share in Workgroup mode. To set the password for local

CIFS administrator on the DR Series System, log on to the DR using SSH.
m  Log on with username Administrator and password StOr@ge!
m  Run the following command:

authenticate --set --user administrator

NOTE: The CIFS administrator account is a separate account from the administrator account used to
administer the appliance. After an authentication method is chosen, set the ASG-Time Navigator service

account to use the CIFS administrator account.



C - Creating a storage device for NFS

For NFS backup using the ASG-Time Navigator, a target folder needs to be created as an NFS share directory.

This is the location to which backup objects will be written. This is not required while adding CIFS share.

1 Mount the DR Series System NFS share onto the NFS share directory to which backup objects will be
written in the ASG-TimeNavigator environment. For example:
mount —t nfs <ip address of DRXXXX>:/containers/sample
/mnt/TINA_targetContainer

2 Verify the NFS share. One way is to use the Linux command “cat /proc/mounts”. The rsize and wsize

of the NFS share in the command output should be 512K.

D - Launching a Time Navigator

administration console in Linux

Go to the /Bin directory location /usr/Atempo/TimeNavigator/tina/Bin on the Time Navigator Backup server. The

Time Navigator tina_daemon and tin_daemon_clt must be started each time the platform starts, with the roof

user:
i
[ro6t@TiNA_Linuxﬁ4_BackupSer\.rer_Bin]# runtina tina_daéman .
[root@TiNA_Linux64 BackupServer Binl# runtina tina_daemon_clt
[root@TiNA Linux64 BackupServer Bin]# runtina tina_admf]
-
1 | NOTE: The services/daemon must be running on the Linux Time Navigator backup server at all times. It is not

possible to start a backup or to use a peripheral on a platform if the service or daemon is not running. The
services/daemon must also be running on the Time Navigator Server; otherwise, the application stops. An X_Window
graphical display is required on the Linux Time Navigator Backup server. Users must check that the environment

variable DISPLAY is correctly defined for launching the tina_adm.
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