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Executive Summary

This paper provides information about how to set up Quest” QoreStor™ as a backup target for Veeam®
Backup & Replication™ software.

For additional information, see the QoreStor documentation and other data management application best
practices whitepapers for your specific QoreStor version at:

https://support.quest.com/qorestor/

i NOTE: The QoreStor and Veeam screenshots used in this document may vary slightly, depending on
the QoreStor and Veeam versions you are using.


https://support.quest.com/qorestor/

Configuring QoreStor as a
CIFS/NFS Repository

Creating a CIFS container for use with
Veeam

1 Select the Containers tab, then click Add container.

@ l;‘ admin

Containers(0) Version System Status
6.0.0.670 Healthy

2 Enter a container Name, select a Storage Group, or leave the DefaultGroup option selected, and
select NAS (NFS, CIFS) from the Protocol dropdown menu. Click Next.




3 Click the dropdown on the Protocols field then select the check mark for CIFS. Leave Marker Type
on Auto, then click Next.

Add Container

| Auto

CIFS %
I~ —
[[] selectall

[] nes

fal=3

4 Fill in the CIFS Client Access options if needed then click Next.
Add Container

CIFS Client Access
o Open (allow all clients)

. Create client access list

Cancel Prev

NOTE: For improved security, Quest recommends adding IP addresses for only Veeam

servers/proxies.

5 On this page, the Recycle Bin feature may be enabled, please check the user guide for more

information. Click next.

Add Container




6 Confirm the settings and click Finish. Confirm that the container is added.

Add Container

£ Container Summary

Name:
sample

ge Group:

St
DefaultGroup

Marker:
Auto

£ Connection Summary

Protocol CIFS:

Finish

Adding the QoreStor CIFS container as a
repository in Veeam

To maximize the QoreStor and Veeam deduplication savings and performance, Quest
recommends using the exact settings in this guide for all the data being backed up.

The backup data will change format completely when backup settings are changed. Hence, to get accurate
savings numbers, all the data should be backed up with the same settings.

1 Open the Veeam Backup & Replication console.
2 If using Veeam 9.5 U3 or lower, select the dropdown Menu and click General Options.

3 Check the Enable parallel processing option in the I/0 Control tab and click OK. This option will be
missing in Veeam 9.5 U4 and higher as it's automatically enabled by default.

Options -

VO Control | E-mail Settings | SNMP Settings | Natifications | History |

#71¥] Enable parallel processing
Makes backup, replication and restore jobs process multiple virtual disks and

virtual machines in parallel, rather than sequentially.

Define desired primary storage latency limits to ensure running jobs do not
impact storage availability to production workloads.

20 ] m
30 Hm

Configure...

] =




4 In the Backup Infrastructure section, right-click Backup Repositories, and select Add Backup

Repository.

REPOSITORY TOOLS

COIV3N BACKUP REPOSITORY

'VEEAM BACKUP AND REPLICATION

g 8 X €8

Add  Edt  Remove | Rescon Upgrade
Repository Repository Repository | Repository
Manage Repository Tools

BACKUR INFRASTRUCTLRE Q Type in an object nome tossorch for

B Backup Prosies NAME 4 TYPE

= Backup R e i Defoult Backup Rep..  Windows
i sesel source oFs

£3 WAN Accelersors

(74 Service providers

7 SueBackup
2 Applcation Groups
8 Vitual Labs

(1 Managed servers

b [ ware vSphere
[F= Microsoft windows

HOST PATH CAPACITY FREE  DESCRIPTION
DMécserverlite..  CiBackup 5997 68 768 Crested by Veeam Backup
WI0.250.41.23. 7878 60TB  Crested by DMA-SERVERT\Administrator at 3/2/2..

5 Enter a name for the QoreStor container repository and click Next.

Hame
E Tipes i & nasme and deserption fod thiz backup repositons.

| Heme e

lm

Type:
Disscription:

Shate
Riepositony

Created by FAMATELAAW 25\ Adwinil shor ot 3/24/2015 353 AM.

I wPowes NFS
R

Apgdy

6 Select Shared folder as the type of backup repository, and click Next.

Setting Up Quest® QoreStor™ with Veeam® Backup & Replication™

Configuring QoreStor as a CIFS/NFS Repository



7

Type
Choose type of backup repostory you wark 1o create.

) Microsolt Windows setver (tecommended)

w%ldmwvammndumwwbummm
dectl) on the sarver alows foe mpioved backup elficency, aspacially over show nks.

) Linux server (recommended)
Linwze sorver with intemnal. diectly attached, or mourted NFS storage. Data moves process unang
drectly on the server allows for moee efficient backups, espacially over slow lnks.

® Shared folder

CIFS (SMB) share. ‘\When backing up over slow links, we 1ecommend that you specly a gateway
served bocated in the came site with the shaced folder.

) Deduplicating storage appliance
Advanced integration with EMC Data Doman, ExaGid and HP StoreOnce. For basic mtegration,
ute the Shated folder option sbove.

| <Brevios I | Net> |

In the Shared folder field, enter the QoreStor container share UNC path (or TCP/IP address to
replace hostname), select the Gateway Server, and click Next.

Share

LJELL:HEEN share [mapped deves are rok supported), specily shane accesy credentialy snd how backup jobs should
L1}

Shaned lolder
WWT0L250, 241, 22T pounce

tof| This shaie requies sccest ciedentialy

!éi Credentials: [ £ Admiristialor (Admineirator, bt edhed 915/ | |
Manaoe Miounly

Gateway server
@) Agbomatic selecton
Z} The Ighowing server

.Thi: SETYEd

Uit s eption bo impeorve perfimance snd reibity of backup bo 5 NAS lested in
el sl

o
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8 Customize the repository settings by clicking Advanced.

Edit Backup Repository =

REpository
g Ty i patih 1y thee Bodder whene backip fles should be stored, and st seposilon koad contnol oplions,

Name Lotabon

Type

Shaie aw _. Populshs

wiPowst NFS )
[y Fiunving oo many concustent jobe: againet th same tepattoey ieduces overall parfoemance,
sy Canebd 31ora0e |10 opeestions o timeoul. Control reposton saturation with the folowing
ook (o Lamit masimeam concasent tasks b 1 B
] Limit combined dsta eate bx  MB/s
—
Click Advanced b customizs [epostoly ssitings [m
N —
[Peviows | [ Net> |[ Fnish | [ Cac |

NOTE: Please check the QoreStor Interoperability Guide for the maximum concurrent jobs
supported for CIFS/NFS. The maximum concurrent tasks also depend upon the number of CPU

cores of Veeam Servers or proxies.

9 Check the Decompress backup data blocks before storing and Align backup file data blocks

options:

NOTE: Deselecting the Decompress backup data blocks before storing or the Align backup files
data blocks option can negatively impact your overall storage savings and performance. It is

especially not recommended to switch these settings after data has been written to QoreStor.

Edit Backup Repository

Type in path to the folder where backup files should be stored, and set repository load control options.

Name Storage Compatibility Settings n
Type Align backup file data blocks

Allows to achieve better deduplication ratio on deduplicating storage devices ==
Server leveraging constant block size deduplication. Increases the backup size when

backing up to raw disk storage. Populate

[TRepesiton T | 1 Decompress backup data blocks before storing

VM data is compressed by backup proxy according to the backup job
compression settings to minimize LAN traffic. Uncompressing the data before
storing allows for achieving better deduplication ratio on most deduplicating e,
Review storage appliances at the cost of backup performance.
This repository is backed by rotated hard drives

Backup jobs pointing to this repository will tolerate the disappearance of
previous backup files by creating new full backup, clean up backup files no
longer under retention on the newly inserted hard drives, and track backup
repositary location across unintended drive letter changes.

Use per-VM backup files
Per-VM backup files may improve performance with storage devices benefiting
from multiple /O streams. This is the recommended setting when backing up to

deduplicating storage appliances.
S

Mount Server

ing settings:

Apply

= Previous Next > Finish Cancel



A Warning: It is not recommended to change the setting for option Align backup file data blocks

10

11

12

after backups are taken as it will impact the deduplication savings for future backups.

Check the Use Per-VM Backup Files option and click OK:

The Per-VM backup file option causes a per-restore point backup file to be created. In other words,

this causes each VM's restore point to be placed in a dedicated backup file.

Mew Backup Repository \L‘

Storage Compatibility Settings -

Align backup file data blocks
Bllows to schieve better deduplication ratio on deduplicating storage devices

Mame leveraging constant block size deduplication. Increases the backup size when
A backing up to raw disk storage.
Decompress backup data blocks before storing

Repositary WM data is compressed by backup prowy accarding to the backup job

compressian settings to minimize LAN traffic. Uncompressing the dats before
et Sy storing allows for achieving better deduplication ratio on most deduplicating

storage appliances at the cost of backup perfarmance.
- e overall performance,

the following settings:

Apply

Use per-YM backup files
Per-M backup files may improve performance with storage devices henefiting
fromm ruttiple /0 strearnz, This is the recommended sebting when backing up &
deduplicating storage appliances
l aK I Cancel
Click Advanced to custormize repository settings

[ <Previous | [ mee» | [ cancer |

Warning: Make sure to enable the Enable parallel data processing option in step 3 if using
Veeam 9.5 U3 or below

NOTE: This enables multiple write streams within a single job with parallel processing enabled.
Enabling multiple streams dramatically improves overall job backup performance. So it is

recommended to use per-VM backup files options for better backup throughput.

Click Next.

If you wish to use the Instant Recovery feature, enable the vPower NFS setting.

Edit Backup Repository -‘

g YPOWerNES
Specky WPower NFS 1elings. vPower NFS ensbles sunnig vitusl mackines duscily fom backugp ks, alowing ot advanced
funchioraity such s Inslant VM Fiecovery. SureBaciup. ondemand sandbon, U-AIR and ms0S fle level nestore.

Hame owes HFS
Tops | Ensble vPowes NFS serves fiecommended]

This 30w -
Shae it

Specly vPowsr NFS 100t loldes. Wit cache vl be shored in His fokder. Make ture the
Fiepository alected ol has of least 10GB of hee dick space avalable
VPoweNFS Folder: [ limaan: | | Browse..
Flevew
Apply

Chick Manage to changs vPowsr NFS mansgement ped Mansge

Chck Ports 1o change ot NFS service poitt Pot...

[C<Provicus || Met> | Fesh | [ Comcdl |




13 On the review page, verify the settings, and click Next to apply changes.

Review
Pleass teview the seltings, and click Nexd to cortinue.

Nate Backup repaskory peoperbes:
Repositoy type: CIFS

Type
Mourt host: This server

Shave Account Administrator

Repastoey Backup folder \\10.250.241.229\source
Wike thioughput Not limited

vPowet NFS
| Max pacaliel tasks: 4

The followirg components wil be processed on server This server

Instaer akeady exists
vPowet NFS alieady exists
[ Impoet exdsting backups sutomaticaly

[ Import guest e system ndex

< Previous Nat)l Finish |C¢nd|

14 Click Finish.

Apply
g Fiease wat whie backup reposiory is created and saved in configuration. This may take a few mintes. .

Name Log
Meszage Duration
Type @ Regatedng chort RAMATEJA W12V for packags vPower NFS
Shaw & Discoveding instaad packages
(V1] d packsges have been By naraled
Repository G Detecting server configuration
@ Recortiguing vPowet NFS service
vPower NFS & Creating ion datab. ds for instalied
, @ Creating dsabase records fot repositeey
Review @ Backi been added PP
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Creating an NFS container for use
with Veeam

1 Select the Containers tab, then click Add container.

Containers(0) Version System Status
Containers 6.0.0.670 Healthy

0

No Containers Available

Add Container

2 Enter a container Name, select a Storage Group or leave the DefaultGroup option selected, and
select NAS (NFS, CIFS) from the Protocol dropdown menu. Click Next.

Add Container

‘ efaultGroup

—~ Protoco

‘ NAS (NFS, CIFS)

3 Click the dropdown on the Access Protocols field then select the check mark for NFS. Leave Marker
Type on Auto, then click Next.

[] selectall




4 Fill in the NFS Client Access options if need then click Next.

Add Container

Client Access

o Read Write Access

' Read Only Access

| Administrator

NFS Client Access

o Open (allow all clients)
' Create client access list

Cancel Prev

1 | NOTE: For improved security, Quest recommends adding IP addresses for only Veeam
servers/proxies

5 On this page, the Recycle Bin feature may be enabled, please check the user guide for more
information. Click Next.

Add Container

6 Confirm the settings and click Finish. Confirm that the container is added.

Add Container

& Container Summary

Name:

Marker:
Auto

& Connection Summ. ary

Protocol NFS:

Options:
Read/Write

Root Mapping:
Administrator

Finish




Adding the QoreStor NFS container as a
repository in Veeam

NOTE: The Veeam Server is supported on Windows only. To configure an NFS container from

QoreStor as a backup repository a Linux server where the NFS container would be mounted is

required.

To maximize the QoreStor and Veeam deduplication savings and performance,
Quest recommends using the exact settings in this guide for all the data being backed up.

The backup data will change format completely when backup settings are changed. Hence, to get accurate
savings numbers, all the data should be backed up with the same settings.

1 Open the Veeam Backup & Replication console.
2 If using Veeam 9.5 U3 or lower, select the dropdown Menu and click General Options

3 Check the Enable parallel processing option in the I/0 Control tab and click OK. This option will be

missing in Veeam 9.5 U4 and higher as it's automatically enabled by default.

4 In the Backup Infrastructure section, right-click Backup Repositories, and select Add Backup
Repository.

VEEAM BACKUP AND REPLICATION

=
Add Remove | Rescan Upgrade
Repository Repository Repository | Repositon

Manage Repository Tools
BACKUP INFRASTRUCTURE Q Type in an object name to search for
H Backup Provies MAME & TVPE HOST PATH CAPACITY FREE DESCRIPTION

£ Back S Defoult Backup Rep...  Windows DMaeserverlte,.  Gi\Backup 508768 78768 Crested by Veeam Backup
£ Sealeaf source CIFs \10.250241.23... 7878 60TE  Created by DMA-SERVERT\Administrator ot 3/2/2..

=" Add Backup Reposttory..

£8 AN Accelerators

{7 Senvice providers

7 SureBackup
1 Appication Groups
b Vitual Labs

(1 Managed servers

b & YMwsre vphere
[ Microsatt Windows

N

N




5 Enter a name for the QoreStor container repository and click Next.

Marnme
g Tiepes ini & rusie and descnphon bl this Backup reposdons.

M
|source

Deseription:
Creabed by AAMATE LA W 2N Adminicistod o 2472015 353 AM.

6 Select Linux Server (recommended) as the type of backup repository, then click Next

Type
g Choose type of backup repostory you wart 10 create,
Name (o] m-—
#'MU&MMW Data mover process running
_ Mmhm improved backup efficency. especially over siow Inks.
® Unux server (recommended)
Repostory Linux server with intemal, directly attached. or mounted NFS storage. Data mover process unning
drectly on the server allows for more efficient backups, especially over slow links.
vPower NFS
) Shared folder
Review CIFS (SMB) share. When backing up over siow links, we recommend that you specfy a gateway
server located in the same ste with the shared folder.
Aoly
(@) storage
mmwmmmwuwm For basic ntegration,
use the Shared folder option above.
[ <Provios | [ Net> | o || Cace |

7 Add the New Repository server (Linux) or select the server from the list if added already.

Setting Up Quest® QoreStor™ with Veeam® Backup & Replication™
Configuring QoreStor as a CIFS/NFS Repository
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New Backup Repository -
'ﬂ:[ Server
Choose server backing vour repashon. 'You can select serves from the kst of managed servers added to the console

Hame Repostony server
. 10,260,213, 24 [Crested by DMA-SERVERT\Adminislishor ot 322/ 20 ESEEAM v | | Add New...

pe )
= Path * Capaciy Fiee | | Fopdate |

o Saree
Fa

: « Previous Mest » Cancel

8 Mount the QoreStor NFS Container onto a Linux Server.

I0-07: /containers

samp le Smnt/n

9 Enter the container mount path. Then customize the repository settings by clicking the Advanced

button.
New Backup Repository -
o Repository
;1 Toepe i psth b the folder wihiste bk Bes should be stored, and st iepadiony load contral aptons
MHame Lecation
- Path I fokdee )
i Jeteirid] | Brovee
Sarver C Capaciy. Populats
Repastory ki Froe space
R Lesd eoetil

Runring too mary concunent pobs sgainst the: same nepositony reduces overall peiformance. snd
may cause storage |/ opesations 1o imeowt. Coninol repositony saturation with the following

4 -
10

| Limek mnacceurm concuent kagks b

Limst comibirmed data rate bo

Chck Advancad bo customize psposholy saitings:

s

Cancel

NOTE: Please check the QoreStor Interoperability Guide for the maximum concurrent jobs

supported for CIFS/NFS. The maximum concurrent tasks also depend upon the number of CPU

cores of Veeam Servers or proxies.



10 Check the Decompress backup data blocks before storing and Align backup file data blocks

options:

NOTE: Deselecting the Decompress backup data blocks before storing or the Align backup files data
blocks option can negatively impact your overall storage savings and performance. It is especially

not recommended to switch these settings after data has been written to QoreStor.

Edit Backup Repository

Repository
Type in path to the folder where backup files should be stored, and set repository load control eptions.

Name Storage Compatibility Settings ﬂ
Type Align backup file data blocks
Allows to achieve better deduplication ratic on deduplicating storage devices
Server leveraging constant block size deduplication. Increases the backup size when
backing up to raw disk storage. Populate
Repository | Decompress backup data blocks before storing
WM data is compressed by backup proxy according to the backup job
Mount Server compression settings to minimize LAN traffic. Uncompressing the data before
. storing allows for achieving better deduplication ratio on maest deduplicating =rformance,
Review storage appliances at the cost of backup performance. ling settings:
[ ] This repository is backed by rotated hard drives
Appl
FEY Backup jobs pointing to this repository will tolerate the disappearance of

previous backup files by creating new full backup, clean up backup files no
longer under retention on the newly inserted hard drives, and track backup
repository location across unintended drive letter changes.

Use per-VM backup files
Per-WM backup files may improve performance with storage devices benefiting
from multiple I/0 streams. This is the recommended setting when backing up to

deduplicating sterage appliances.

< Previous Mext > Finish Cancel

A Warning: It is not recommended to change the setting for option Align backup file data blocks
after backups are taken as it will impact the deduplication savings for future backups.

11 Check the Use Per-VM Backup Files option and Click OK:

The Per-VM backup file option causes a per-restore point backup file to be created. In other words,

this causes each VM'’s restore point to be placed in a dedicated backup file.



New Backup Repaository \i‘

Storage Compatibility Settings -

Align backup file data blocks
Allows to achieve better deduplication ratio on deduplicating storage devices
leveraging constant black size deduplication. Incresses the backup size when
backing up to raw disk storage,

Marne

Server

Decompress backup data blocks before storing
Repositary WM data is compressed by backup proxy according to the backup job
compression settings to minimize LAN traffic. Uncompressing the data before

storing allows for achieving better deduplication ratio on most deduplicating
storage appliances at the cost of backup perfarmance.

Maunt Server

& averall perfarmance,

Review
the fallowing settings:

Apply

Use per-YM backup files
P backup files rsy iriprove performanc s with storage devices henefiting
fram multiple /0 streams, This is the recommended setting when backing up
decuplicating stovage spplisnees,
l ok I Cancel
Click Advanced to customize repositary settings

[ <Prevous | [ Neax> | [ cancel

A Warning: Make sure to enable the Enable parallel data processing option in step 3 if using

Veeam 9.5 U3 or below

NOTE: This enables multiple write streams within a single job with parallel processing enabled.
Enabling multiple streams dramatically improves overall job backup performance. So it is
recommended to use per-VM backup files options for better backup throughput.

12 Click Next.

13 Optionally, if you wish to use the Instant Recovery feature, enable the vPower NFS service setting.

New Backup Repository -
+ Mount Server
Specily & server bo mount backups to for flelevel restones. vPowsr NFS senvice alows for running vitual machines dieclly feom
backup fles. enabling advanced funclionalily such az Instart WM Recovery. SueBackup and On-Demand Sandbox
Hame Mount serves )
Dbti-zarver] bectad ocanna ksl (Backup server) v
Type : |
Setvai 1 Enusble vPower NFS service on the moun serves [iscommendsd)
Specty vPower NFS waibe cache kocation on th serves, Make suse the
Repostony Ihas encugh hee disk space avalable to store changed disk blocks of rstantly recovened VM
Mot Server | Folder ) Browse.. |
Flemew
Boply
Cick Posts 10 charge NFS sarver and backup mount ksterss pods [ Pats
'(P\mmsl' New > I [ Cancal

14 On the review page, verify the settings, and click Next to apply changes.



=t
— Pleats review the settings, and chek Newt 10 continue.
=

Name Backup teposdoty peopertes
Toe Repository type: Linux
Mount host DMA-server] testad ocarina.local
Sesver Account: o0t
Repastoy Backup folder. Z/mot/vecam

Wite theoughput: Not kemsted
Max pacalel tasks: 4
_ The tollovwerg componerts wil be processed on sarver DMA-sarver] testad ocana local

Apcly Transport aheady exists
vPower NFS aleady exists
Mount Server akeady exists

(7] Import esdsting backups automatically

Impott gt Tie syatem ndex

[<Peinn ]

15 Click Finish.

Apply
g Flease wait while backup tepostory is created and saved in configuration. This may take a few minvtes. .

Name Log
Mezzage Duration
Type @ Registenng chent RAMATEJAWI2VE for package vPower NFS
Shine @ Discovering instalied packages
QD Al requred packages have been successiuly nataled
Repository & Detacting server configuration
@ Recorfiguing vPowet NFS service
vPower NFS & Creating configueation database records for installed packages
A @ Creating database records fot rapositoey
Review @ Backup repasitosy has been added successhuly

Configuring Rapid CIFS for Veeam

Rapid CIFS is a Quest-developed protocol that accelerates writes to CIFS shares on the QoreStor system.
This is done by only sending unique data to the appliance. This usually causes significant network savings

and even sometimes performance boosts.
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Windows prerequisites

e The Media Agent OS must be the 64-bit version of Windows 2008 R2, 2012/R2, 2016, or 2019.

1 NOTE: For the accelerator to work properly, the backup traffic must go directly to the QoreStor system. For
Veeam, you should install RDCIFS on the Veeam Proxy pushing the data. Install location can depend on the
transport mode used. For network mode, it is installed on the Veeam server itself. For HotAdd mode it needs to
be installed on the HotAdd proxy in the virtual environment. For SAN mode it needs to be installed on the Veeam
Server/Proxy which has direct access to the SAN storage. For Off-Host it needs to be installed on the Veeam
Proxy pushing the data, for On-host it should be installed on the Hyper-V server or cluster being backed up.

Installing Rapid CIFS on a Veeam Windows
Proxy

The Secure Connect feature is a set of client and server components that creates a secure channel for
QoreStor communication with WAN-connected clients that is also resilient to WAN outages. This is generally

only suggested for use over WAN.
Follow these steps to install Rapid CIFS.

i NOTE: Rapid CIFS should only be installed on a Veeam server or Proxy.

1 Download the MSI to the Server/Proxy by doing the following:
a Go to support.quest.com/qorestor/ and select your version.
2 On the support page for your product, click Software Downloads.

3 For the RDCIFS plugin for your QoreStor version, click the Download icon to download the installer

package (.exe file).

4 Run the EXE and follow the instructions in the installation wizard as shown in the screenshots below.

Click Next on the first screen.


https://support.quest.com/qorestor/

|.~'% Quest Rapid CIFS Filter Driver - Setup Wizard

Welcome to the Setup Wizard for Quest Rapid
CIFS Filter Driver

The Setup Wizard will install Quest Rapid CIFS Filter Driver on
your computer, Click Mext to continue or Cancel to exit the
Setup Wizard.

WARNING: This program is protected by copyright law and
international treaties.

< Back MNext = | | Cancel

5 Read and accept the license agreement to proceed. Click Next when ready.

Juest Rapid CIFS Filter Driver - Setup Wizard

License Agreement O
Please read the following license agreement carefully. + U e St
Software Transaction Agreement ~

PLEASE READ THIS AGREEMENT CAREFULLY BEFORE USING THIS PRODUCT. BY
DOVWNLOADING, INSTALLING OR USING THIS PRODUCT, YOU ACCEPT AND AGREE TO
THE TERMS AND CONDITIONS OF THIS AGREEMENT. FOR ORDERS PLACED OUTSIDE
THE UNITED STATES OF AMERICA, PLEASE GO TO <http:iguest.com/legal/sta.aspx>
TO VIEW THE APPLICABLE VERSION OF THIS AGREEMENT FOR YOUR REGION. IF YOU
DO NOT AGREE TO THE TERMS AND CONDITIONS OF THIS AGREEMENT OR THE
APPLICABLE VERSION OF THIS AGREEMENT FOR YOUR REGION, DO NOT DOWNLOAD,
INSTALL OR USE THIS PRODUCT. IF YOU HAVE A SIGNED AGREEMENT WITH PROVIDER
THAT IS SPECIFICALLY REFERENCED IN AN ORDER THAT IS EXECUTED BETWEEN YOU

/AND PROVIDER. THEN THAT SIGNED AGREEMENT WILL SUPERSEDE THIS AGREEMENT. |~

(® 1 accept the terms in the license Print
(21 do not accept the terms in the license agresment
InstalShield
<Back || MNext> || Cancel

6 If installing with secure connections for WAN use check the securely connect box. Click Next.

{apid CIFS Filter Driver - Setup Wizard

Configure Secure Connect O UeSt

Secure Connect feature ensures backups to QoreStor are complete, despite slow and unreliable
WAN connections. Secure Connect sets up a Secure Reliable connection between the local dient
using TLS w. 1. 2 using 256-bit encryption that has auto reconnection capabilities to ensure
backups complete successfully. Ensure a user is created on QoreStor that has secure connect
privileges enabled to complete the configuration.

When selecting this option further configuration is required at the next step of the installation.
Secure Connect will not function without the configuration. The configuration settings can be
changed at any time after the installation with usage of the "Repair” option of this installer.

[ Install a secure connection

InstallShield
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a If installing with a secure connection insert the IP/FQDN. The Display Name field will auto-
populate from the IP/FQDN field. The default username and password are backup_userand
Stor@ge! (With a zero in place of the letter O).

i'e":— Quest Rapid CIFS Filter Driver - Setup Wizard

Configure Secure Connect
This configuration is used to setup secure connection to QoreStor server, O U e St

IP/FQDN - Enter a real IP address or FQDN of the remote QoreStor server,

Display name - Create a name to refer to the QoreStor server. All secured connections to
QoreStor will use this name. It must not match the real hostname of the QoreStor machine!

Username,/Password - Enter username and password for QoreStor user with CIFS role.

IP/FQDN: |Qorestor

Display name: IQoreShor-SC

User name: Ibackup_user

Password: || sennenes

Without this configuration secured connection to any QoreStor SMB share cannot be created.
All fields are required.

InstallShield

| < Back | Mext = | | Cancel |

NOTE: When accessing the share from this server use the Display Name when accessing the share

to leverage Secure connect. |.E //QoreStor-SC/share

Use the normal IP/FQDN to access WITHOUT a secure connection.

7 Click Next.

Quest Rapid CIFS Filter Driver - Setup Wizard

Confirm installation O UeSt

The installer is ready to install Quest Rapid CIFS Filter Driver on your computer.

Click "Mext” to start the installation.

Installshield

| < Back H Next > ‘ ‘ Cancel ‘

8 After the installation finishes click Finish. You can optionally verify that the “rdcifsfd” driver is loaded

automatically; this can be checked by using the command fltmc.



oo Administrator: Command Prompt

icrosoft Windows [Uersion 6.2.928681]
Kc>» 2812 Microsoft Corporation. All rights reserved.

NUserssAdministrator>f ltme
[Filter Mame Num Instances
381688
luafv 1358688
psvctrig 4680808

UserssAdministrator>

Creating a backup job with the

QoreStor system as a target

1 On the Backup & Replication menu, go to Jobs > Backup, and right-click Backup to create a new

backup job.

HOME

== =] = t:u Vﬁ1 = (== Eﬁ

Backup Replication Backup VM  File | Restore Import  Failover

4 [ Last 24 hous
[*} Running (1)
[ Success

2 Provide the backup job name and click Next.

Job Job Copy Copy Copy Backup Plan
Primary Jobs Auxiliary Jobs Restore Failover Plans
BACKUP & REPLICATION Q
E2} Instant Recovery (1) HAME 4 TYPE OBJECTS
4 T dobs 46} sourcebackup Vhuware Back.. 1
T |
4 B Dackuphbde ol
2 Disk.

LAST RESULT  MEXT RUMN TARGET

Success <not scheduled > source



Name
- Type in a name and description for this backup job.

Mame:
I zourcebackup I
Yirtual Machines
Drescription:
Storage Created by DMA-SERVE R \administrator at 34242016 1:17 &b

Guest Processing

Schedule

Summary

| < Previous |I Mext > I| Finish || Cancel ‘

3 Select one or more virtual machines, data stores, resource pools, vApps, SCYMM clusters, etc. for

backup.
? l I Yirtual Mac
= Select virtual - at automatically changes
m azyouaddnd  Select ohjects: |@ o E ¥
El {‘E’i Huosts and Clusters
Name 4 fig 10.250.240.226
[ @g Hyd-D atacenter Add...
3 Eﬂ Production s Iﬁ
Storage 1 [Elz 58N
[ |£5 Template .
Guest Processing @] P
e Eg weeam-test
Schedule 4 5 1025021325 + Up

B (4 WitualLab

Surnmary ¥ Down

E? dma-thel7-v1
5 dmaserver]
E? ramtej-wl 2-41

Fiecalculate

—
=)

'R

@,

=

o

[~ Tpepanatiectrome osearnfor Q) 0.0KB
| sad [ caneel | Fancel

4 Select the QoreStor container share as the Backup Repository for this job and click Advanced.
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New Backup Job =

Storage
= Specify processing prosy server to be used for sowrce data retiieval, backup repository to store the backup files produced by this
m job and customize advanced job settings if required.

Mame Backup prosy:

|Aummat\c selection | | Choose
Wirtual Machines
Er— Backup repositony.

source [Created by DMA-SERVERT " Adrinistrator at 3/2/2016 1:09 AM.] W
Guest Processing -

= HGOTEfreecf 7.ETE Map backup
Schedule

Retention palicy
Summary Festore points to keep on disk: 14

[] Configure secondary destinations far this job

Copy backups produced by this job to another backup repository, or to tape. Best practices
recommend maintaining at least 2 backups of production data, with one of them being off-site.

Ldvanced job settings include backup mode, compression and deduplication,
black size, natification settings, automated postjob activity and other settings.

5 On the Backup tab, make sure Incremental and Create active full backups periodically are
selected. Set the active full schedule to whatever is needed.

NOTE: It is recommended to enable Active Full backups once a week with a Veeam Ready Archive
QoreStor instance. The active full backup produces a full backup of a VM just as if it was running for
the first time. The Synthetic full backup option is only suggested to be used with a Veeam Ready

Repository QoreStor instance due to read performance requirements during the synthetic operation.

. X
Acvanced Settings - I—I
Storage
Specify pn Backup Maintenancel Storage INotifications | wSphere | Integration | 42 up files produced by this
- :
m job and cul

Backup mode

R A tal [=1, e

Marne - - o . .

Increments are injected into the full backup file, so that the latest :I

e i 00SE. ..

Vitual Machings backup file is always a full backup of the most recent 'YM state.

1 tal [ ded)
Storage . y . -

Increments are zaved into new files dependent on previous files in the

chain. Best for backup targets with poor random 1/0 performance. e

Guest Processing
[T] Create synthetic full backups periodically Draps... Ehkup

Schedule

Tranzsfarm previous backup chainz into rollbacks
Summary

Active full backup
Create active full backups perodically Best practices

J em being off-site.
(O Morthly o | First M onday Marths...

® weekly on selected dayps:

o [ |

A Warning: For information on configuring Fast Clone options for Hyper-V 2016 ReFS VM’s
please review the Fast Clone section of this document



A Warning: Veeam generally recommends against very long retention combined with infrequent
active or synthetic full backups. Generally speaking a full should be run at least once a month
but contacting Veeam for their recommendation is suggested.

6 On the Storage tab, do the following:
a Under Deduplication, select Enable inline data deduplication.
b Under Compression, set the Level to Dedupe-Friendly.

¢ Under Storage optimizations, set Optimization to Local target (large blocks).

Advanced Settings X

Backup Maintenance StOrage  potifications wSphere  Integration  Scripts
Data reduction
Enable inline data deduplication {recommended)
Exclude swap file blocks {recommended)
Exclude deleted file blacks {recommended)
Copy ion lewel:

l Dedupe-friendly ~ I
Recominended Compression level Tor deduplicating storage appliances an

external WAN accelerators,

I Local target (large blocks) ~ I

Required for processing source machines with disks larger than TO0TE, Lowest
dedupe ratio and largest incremental backups,

Encryption
[J Enable backup file encryption

Add...
Manage passauords
Save s Default Cancel

NOTE: For the best balance between backup performance and deduplication savings it is

recommended to choose these options for all of the backup jobs written to QoreStor.

Normally, Quest recommends turning off encryption, compression, and deduplication in all data
management applications. However, with Veeam, Quest recommends enabling deduplication. This is
because Veeam runs deduplication at larger block sizes, and deduplication of these large blocks
does not heavily impact QoreStor duplication results. In addition, this reduces network bandwidth
utilization when Veeam sends data to the QoreStor system, this benefits the backup performance

overall.




7 Enable any optional settings required by your workflow and click Next.

T Choose guest 0S processing opbions avadabls for running Vs

O Enable application-aware processing ‘ :
Quessces appbcations uting Microsolt VSS to enture ransactionsl contistency, peromas
Virtual Machnes transaction logs processing. and prepares sppiication-spechc VSS restore procedure.
Storage Customee apphcaton handing options foe ndividual VM and applcations | Applcations
|| Enable guest file system indexing
Creates of guest fles to enabls biowing. ) and 1-chck restoees of individual fles.
Indesing & and it not requited 1o padfom instant e level tecovenes,
Schedule Cuslomize advanced gusst fla system indexing options for ndividaal VM | Indesing..
Sumenaty Gustt 05 credechals
| [ A
Manage accounts
Cuttomae guast 05 credensals bor ndryadual VM3 and opesabing systenss 1 f/o;:mi..v.: ]

Guest Processing

Gosst miorachon proy

{Mcﬂ& selechon | _':h-., e

|
et — - il
\
L

8 Schedule the backup and click Create.

Schedule
Speciy the jolb scheduling options. IF wou do not set the schedue, the job vl need 1o be contiolisd manualy,

] Bun the job sntomaticalls
(®) [ o4 Ehie v 1000PM B [Everyelay

O Moritly stthis e [1000PM 5 [Fouth | [Saturday

(i} Penodicaly eveny .1 w ] | Higuars

O der this b [veds) [Created by TESTAD\administrator i 2/17/2015 4:05.4M.) ~ |

Anlomatic netry
] Ristry faded Vs processing bz

[ e
/it puslire mach ety sllampt ior e

Hackup waridaw

(] Teminats job i i swecesd: slowsd backup window

|F the poby does reot commplete wathan allocabed backup vardow, i wall be
tesmanabed bo prervent snapahot commit duiing produciion hows

cnmr'm Eret | [ Cancel

9 Click Finish.
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Summinanry
The job’s settings have been saved successhuly, Chck Frash bo et the wizsid

M Sumimaiy.
soucehackup

Virtual Machines Target Path \W10,.250 2412 29 soumce

Type: Vidwiare Backup
Shorsge oLpce demms:

dmarrhelf1 [10.250.240.226)

Guest Procesting Command les o start the job on backup server

"L \Program Fles\Wesam\Backup and Rephcation'\8 ackuphyeeam Backup Manager. exe” backup
Schedule 1 bS5 -cda7-41 805421 350 ac E554d

[ Fun the jobs when | clck Finith

Prenicuss Mest

HOME  VIEW JOB

BESG U 2 OHFEX

Start Stop Retry Active Statistics Report | Edit Clone Disable Delete

Full
Job Contral Details Manage Job
BACKUR & REPLICATION Q Type in an objsct name to seorch for x
[y Instant Recovery (1) MAME L TYPE CRIECTS STATUS LAST RESULT  MEXT RUN TARBET
a %} Jobs @- sourcebackup YWhdweare | Stopped Success <not scheduled:» source
2 Back i
ﬁ'= 5L E“i Stap
4 Eé- Backups a
¥ ;i 4 Retry
= Disk. ;
a [:é Last 24 hours & Active Full
ﬂ Running 1) |i|| Statistics
[3 Success Report
Disable
@ Clone
ﬁ Delete
] Edit..
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Setting up QoreStor system
replication

1 NOTE: For the steps in this procedure, assume QS1 is the replication source QoreStor system, and QS2 is the

replication target QoreStor system. ‘source’ is the replication source container, and ‘target’ is the replication
target container.

Creating a CIFS/NFS replication session

1 Create a source container on the source QoreStor system.

2 Create a target container on the target QoreStor system.

3 On the source QoreStor system, go to the Replications Tab. Click the Add replication button.

U3

Replications (0

tem Statu:

6.0.0.670 Healthy

Replications O

No Replications Available

Add repication

4 Select the source Container for Replication and click Next.

Add replication

Source container

o Local
. Remote

‘ source

5 Select the Encryption type for the Source Container and click Next.
Add replication

Encryption

. None

@ AEs 128bit

© AES 256bit




6 Enter the target QoreStor systems-related information then click Retrieve Remote Containers.
Select a target container from the populated list and click Next.

Add replication

Target container

. Local

O Remote

| admin

7 Specify any Bandwidth Limitations needed in MBps, and leave 0 for unlimited bandwidth. Click
Next.

Add replication

Limits

8 Verify the Summary and click Finish.

Add replication

er

source

Encryption

Algorithm
AES 256

Limits

Target

Remote

Container

target

ire:
est.ocarina.local

Prav Finish




9 Check replication is added successfully and confirm the replication details.

Restoring from the replication target

enabled.

Veeam.

from the backup option.

& 3 BB

Backup Replication Backup VM  File
Job Job Copy Copy Copy
Primary Jobs Auxiliary Jobs

BACKUP & REPLICATION
a4 ?@ Jobs
42 Backup
4 E Backups
¥ Disk
4[5 Last 24 hours
[3} Success

[2= BACKUP & REPLICATION
(3 BacKUP INFRASTRUCTURE
YIRTUAL MACHINES

éﬁ STORAGE INFRASTRUCTLURE

TAPE INFRASTRUCTURE

[0 Fies

NOTE: Before restoring from the target QoreStor system, make sure that the replication session
state is INSYNC on the QoreStor system GUI Replication menu. Stop or Delete the replication

session, and make sure that the target QoreStor system container has the CIFS/NFS connection(s)

Add the target QoreStor system container to the Veeam repository. For instructions, see the above

sections Creating a CIFS container for use with Veeam or Creating an NFS container for use with

Update all backup jobs that use the source QoreStor system container as a repository and change

them to use the target QoreStor container as the backup repository.

Under Backup & Replication, click Restore to create a restore job. Select the appropriate restore

VEEAM BACKUP AND REPLICATION

rlz &

== B
Restore fmport Failover

Backup Plan
Restore Failover Plans

Q Type in an object name to search for

MAME L TYPE OBJECTS STATUS LASTRESULT  NEXT RUN TARGET

Restore Options W
“what would you like to da? ’E‘*
L]
=% Restore from backup Restore from replica
) Instant WM recover ) Failower to replica
# Entire WM [including registration 3 ) Planned failover
O WM hard disks O Failhack to production

O WM files [¥MDK, ¥hi) O Guest files (Windows)
O Guest files [windows] ) Guest files [other 05)
) Guest files [ather 05) O Application items

O Application items

‘ < Back I Mext > Il Cancel
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4 Click Add VM and select From backup. Select the VM to be restored and click Add.

[x]

Select vittual machine: . )
britainers from live

Job name
sourcebackup 22016 1:25:54 AM
57 dma-thel7-vl lesz than a day ago [1:2...

1
]

E'_r'_|. Tiepe (0 an object name to search for

5 Select the Restore Mode and click Next.

Restore Mode

Specify whether selected VM3 should be restored back to the onginal location, or to a new location or with different zettings.

Virtual Machines ) Restore to the original locati

Quickly initiate restore of gelected Wi to the original location, and with the original name
and zettingz. Thiz option minimizes the chance of user input eror,

Hast FRestore to a new location, or with different settings
Customize restored Y location, and change its settings. The wizard will automatically
Fesource Poaol populate all controls with the original WM zettings as the default zettings.
[ atastore Fick prowy to uze
Fuolder
M etwiork,
Reason

[T] Restore WM tags
S Select this option to restore WM tags that were assigned ta the WM when backup was taken.
[ Guick rollback [restore changed blacks only)

Allows for quick Wi recovery in case of guest 05 software problem, or user eror, Do not use this
option when recovering from dizaster caused by hardware or storage issue, or power loss.

< Previous I Mest > I| Finish || Cancel
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6 Provide the Host details as per requirement and click Next.

Host

By default, ariginal host iz selected az restore destination for each WM. You can change host by selecting desired WM and
clicking Haost, Use multi-zelect [Chil-click and Shift-click) to select multiple Y3z at once.

Wirtual Machines Wi location:
Mame Host
Restore Mods [ 5] dmarthelf1 E 10250213.25

Resource Pool
Datastore
Folder

W edwork,
Reazon

Surmmary

Select multiple Whs and click Host to apply changes in bulk.

< Previous || Mext > Il Finish || Cancel |

7 Select the resource pool and click Next.

Resource Pool

By default, oniginal rezource podl iz selected a3 restore destination for each WM. You can change resource pool by selecting
dezired Wi and clicking Pool. Use multi-zelect [Clri-click and Shift-click] to select multiple Yz at once.

Wirtual Machines WM rezource poal:
M ame Resounce Pool
peslughions |'—__||__| dma-thel7 -1 O Resources

Host

[ ataztare
Folder
RE
Reagon

Summary

Select multiple Whz and click Pool to apply changes in bulk.
< Previous I Mext > I| Finizh | | Cancel |
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8 Select the data store, and disk type and click Next.

Datastore

YWirtual b achines Files location:

By default, original datastore and disk type are selected for each VM file. ¥ou can change them by selecting desired WM file. and
clicking D atastore or Digk Type. Use mult-eelect [Ctl-click and Shift-click) to select multiple W=z at once.

Restare Mode 4 [ dmathel?-

Host ij Canfiguration files

Rezource Poal

Folder
MHetwark
Reason

Summary

File Size Dratastare

Disk type

datastore] [616.9 GE free]
EHard digk 1 [dma.. 160.0...  datastare] [B16.9 GE free]

Same az source

Select multiple VMs to apply settings in bulk.

| Dataztore. .. | | Dizk Type... |

9 Provide the new name for the restored VM and click Next.

Full VM Restore Wizard

< Previous I Mext > 'l Finizh || Cancel |

x|

Folder

By default, original ¥M folder iz selected as restore destination for each Wi, ou can change folder by selecting desired Y and

clicking Folder. Use multi-zelect [Chil-click and Shift-click) to select multiple Wiz at once.

Wirual Machines

Restore Mode
Specify how selected WM name should be changed:

iscovered virtual ma...

Huost
Set name to:

Resource Paal |dma-rhel?-v1
[ atastore [v] &dd prefis:

|new_
Nt [w] &dd suffix:

|_rest0red |
Reazon —
Summary

Select multiple Yz to apply settings change in bulk.

Marmne... Falder...

< Previous |I Mests [ | Firiizsh | | Cancel |
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10 Select the network location and click Next.

MNetwork

irtual Machines

Restore Mode

Host

Rezource Poal

Datastore

Falder
CNewek
Reazon

Summary

By default, restored Wi is connected to the same virtual networks as the onginal WM. IF pou are restoring to a different location,
specify how onginal location's netwarks map to new location's network .

Mebwork connections:

Source T anget
4 |'—__‘|Tldrna-rhel?-v‘l
Ig,\-fM Network, Wi Network,
Select multiple WMz to apply settings change in bulk. | Mebwork... | | Dizconnected |

11 Provide the reason for the restoration.

< Previous I Mewt > I| Finish || Cancel |

I_I Reason

Type in the reazon for performing thiz restore operation. Thiz information will be logged in the restore sessions hiztory for later
reference.

Virtual M achines
Restore Mode
Host

Fesource Pool
[ atastare
Folder

Mebwork,

Summary

Restare reason:

[ Do nat show me this page again

< Previous I st > l| Firish || Cancel
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12 Click Finish.

Full VM Restore Wizard

Summary

Please review the restore zettings before continuing. The restare process will being after pou click Finish, Mavigate to the
corresponding restore session under History node to monitor the progress.

Yirbual M achines Summary:

Pro=y: Automatic selection
Restore Mode
Original ¥m name: dma-rhel?-+1

Hast Mew Wi name: new_dma-thel7-v1_restared

Restore point: less than a day ago (1:27 Ak Wednesday 3/2/201E)
Target host: 10.250,213.25

Target resource pool Resources

Target ¥ folder: Discovered virtual machine

Resource Pool

Datastare Target datastore: datastore]
Metwork mapping:

Folder W Metwork > Wi Nebwork

T etk

Reazon

Summary

Paver on Wk after restaring

I Firish I | Cancel

13 After the restore job has been created, you can run the job and monitor it from the Backup &

Replication menu.

VM Restore -

Wi name: dma-rhel7-v1 Status: Success
Restore type:  Fullvi Restare Start tine: 3202016 37340 Ak
Iritiated by Dha-5ERWERT Wdminiztrator Endtime:  3/2/2016 3.34:04 Akd

Statistics | Feaszon | Parameters | Log

Mezzage Dluration |~
Uzing zource prosy Whdware Backup Prosy [hotadd]
E fileg to restare [160.0 GE]
Fiestoring [datastare1] new_dma-thel7-v1_restored/dma-thel7 -1 vmx 0:00:02
Reztaring file dma-thel7 -1 wmxf [0.4 KB] 0:00:01
Restonng file dma-thel7 -1 rvram [8.5 KE] 0.00:m
Reqistering restored Wk on host: 10.250.213.25, pool: Resources, folder, Discovere. . ooy |
Preparing for wirtual disks restore o050 | <
Fiestoring Hard disk 1 [160.0 GB]: 24.8 GB restored at 38 MEB /s 0:11:08
Powering on restored Wi 0:00:05
Reztore completed succezsfully w

Cloze



Using QoreStor as a Veeam Scale-
Out Capacity Tier via Object
Container(S3)

Scale-Out Repositories are a Veeam feature that allows you to transition data from one repository to another
via policies defined in Veeam. This could be used with the QoreStor performance tier to move data into a
slower QoreStor tier or with spindled disk-to-tier initial backups to QoreStor. In this section, we will cover
using the new Object Container QoreStor feature to allow Veeam to write via S3 to QoreStor as a scale-out

capacity tier.

Scale-Out repositories work by first creating basic repositories. Then you create a scale-out repository

adding the initial performance tiers and capacity tiers already added as basic repositories.



Creating an Object Container(S3) in
QoreStor

1 From the QoreStor Ul select Containers then click Add Container.

Containers(2)

Ad Container

QSPL-6000-01_CWF-NVBU-RDS

None None NAS { . CIFS )

DefaultGroup DefaultGroup

2 Select the Protocol dropdown and set it to Object (S3 Compatible). Click Next.

Add Container




4 Verify the summary is correct and click Finish.

Add Container

tainer Summary

Name:

ObjectContainer

Storage Group:

ObjectStorageGroup

Protocol:

OBJECT

£ Connection Summary
Protocol Object:

Encryption:
Disabled

5 The Object Container is now created but we need to create a bucket other than the default. Click the

ellipsis on the container and click Edit.

Details

Enable Cloud Tiering
Policy

Enable Archive
Tiering Policy

ObjectStorageGroup # Edit

Delete

6 On the Object Container page click Create bucket.

Object Container

Local Storage

Summary

hitps://10.230.98.82:9000

Buckets (1)

default-bucket Enabled




7 Name the bucket then click Save.

Create bucket

Adding the QoreStor Object Container(S3) as
a repository in Veeam

1 In the Backup Infrastructure section, right-click Backup Repositories, and select Add Backup
Repository.

VEEAM BACKUP AND REPLICATI

BACKUP REPOSITORY

=4
=
Add Remove | R
Repository Repository Repasitory | Repos

S
J
it

Manage Repository

BACKUP INFRASTRUCTURE Q. Type inan object name ta search for

[ Backup Prosies NAME 4 TYPE HosT PATH CAPACITY FREE  DESCRIPTION
= Backup sy Default Backup Rep.. Windows DMa-serverlte.,  CiBackup 599.7 6B 797GE  Crested by Veearn Backup
i Sealeu source CIFS WI0.250.241.23... 7878 60TE  Created by DMA-SERVERT\Administrator at 3/2/2..
5 WiN Aocelerators
/7 Service providers
7 SureBackup
& Application Groups
b Vitual Labs
(Z3 Managed servers
b 8 Vhwiate vSphers
[T Mictosoft Windows

.

N

2 Click Object storage.

Add Backup Repaository

Select the type of backup repository you want to add.

Direct attached storage
Micrasaft Wfindows or Linux serverwith internal or direct attached storage. This configuration enables data
rowvers ta run directly on the server, allowing for fastest performance,

Metwork attached storage
Metovark share on a file server or a MAS device, When backing up to a remote share, we recommend that you
select a gatewiay server located in the same site with the share,

Deduplicating storage appliance
Dell EMC Data Dornain, ExaGrid, HPE StoreOnce or Quantum DX If wou are unable to meet the requirements of
advanced integration wia native appliance API, use the network sttached storage option instead.

.‘!5 Object storage
L5 On-prerm object storage system or a cloud object starage provider, Object storage can anly be used as a Capacity

Tier of scale-out backup repositories, backing up directly to object storage is not currently supported,




3 Click S3 Compatible.

@ Object Storage

Select the type of object storage you want to use as a backup repositony.

|iu| 53 Compatible
@ Adds an on-premises object storage systern or a cloud ohject starage provider.

aws  Amazon 53
Adds Arnazon cloud object storage, Armazon 53, Armazon 33 Glacier (including Deep Archive) and Amazon
Snowball Edge are supported,

3 Google Cloud Storage
Adds Google Cloud storage, Both Standard and Mearline storage classes are supported,

I/’ﬁ IBM Cloud Object Storage
.,!-’/ Adds B Cloud object storage, 33 compatible versions of both an-premises and IBM Cloud storage offerings are

supported,

/_s Microsoft Azure Blob Storage
Adds Microsoft Azure blob storage, All tiers of Azure Blob Storage and Azure Data Box are supported.

4 Define an object storage repository device name then click Next.

Mew Object Storage Repository

Hame
i%i.'i_ Type in a name and description for this object storage repositony,

-
e[

Object storage repository 2

Account —
Description:

Bucket |

Surnrmary

[ Limit concurrent tasks to; 2 2

Use this setting to limit the rmaxirmum nurmber of tasks that can be processed concurrently in cases
when your object storage is overloaded or cannot keep up with the number of &P requests issued by
multiple object storage offload tasks.

< Previous Finish Cancel



5 Click Add on the credentials line.

Mew Object Storage Repository x

Account
i%_g Specify account to use for connecting to 53 compatible storage system,
Marme lSeN\ce point:

https:/fhostname: 5000 |

_ eqion:

Bucket |us-east-1 |
. Credentials:
urmmary
| 4, backup_user (last edited: 320 days ago) VI Add.., ]

Manage cloud accounts

[[1 Use the following gateway server:

R720-40.3ystest.ocarinalocal (Backup server)

Select a gatevay server to proxy access to the object storage system, If no gateway serveris
specified, all scale-out backup repository extents rust have direct netwark access to the storage

system,
< Previous - Fimish Cancel

6 Add the username with the object role in QoreStor in the Access Key line. Add the password for that
user to the Secret line. By default this password is StOr@ge! (The “0” in the password is the numeral

zero).

Credentials *

backup_user

Secret key: |uuuu|

—

Cescription:

7 Add the QoreStor access information to the Service Point line. This is usually
https://<hostname>:9000 or https://<ipAddress>:9000 then click Next.



Mew Object Storage Repository

H Account
i —? Specify account to use for connecting to 33 compatible storage systern,
Mame lSeNica point:

httpsiffhostname:3000

Account P
Bl |us-east-1
g Credentials:
urnnary -
| 4 backup_user (last edited: 320 days ago) VI Add...

Manage cloud accounts

[] Use the following gateway server:

R720-40.sypstest ocarina local (Backup serser)

< Previous Cancel

8 If you get a certificate security alert, click Continue.

Certificate Security &lert =

l_=ﬂ Site certificate cannot be werified, Continue amyanay?

Remote certificate chain errors:

UntrustedRoot (& certificate chain processed, but terminated in a root
certificate wehich is not trusted by the trust provide

Continue Cancel

9 On the bucket, page click Browse... under the bucket line.

Mews Object Storage Repository X

Bucket
i ? Specify object storage system bucket ta use,

Name Bucket: r

\ J [CErowse. |
Account

Falder:
Bucket \ | [ oramenn
Surnmary -

[ Limit object storage consumptionto: 10+ | Tg
This is a soft limit to help cantrol your object starage spend, If the specified limit is exceeded,
already running backup offload tasks will be allowed to complete, but no new tasks will be started,
[ Make recent backups immutable for. 30 = | days

Protects recent backups fram modification ar deletion by ransomware, malicious insiders and
hackers using native object storage capabilities. Object storage must support 53 Object Lack
feature,

< Previous Apply Cancel



10 Select the bucket name created in the Creating an Object Container(S3) in QoreStor section of this
guide. Click OK.

Select Bucket X

Buckets:

4 {3 Buckets

Cancel

11 Back on the bucket page click Browse... under the folder line

Mew Object Starage Repositary X

Bucket
1 ? Specify object storage system bucket ta use.

Name Bucket:

Account ‘ || Browse.., |
Folder:

Bucket ‘ I:Bruwse

Summary

[ Limit object starage consumptionta: 100 2| T8
This is 3 soft limit to help contral your object storage spend, If the specified limit iz exceeded,
already running backup offload tasks will be allowed ta complete, but na new tasks will be started.
[ Make recent backups immutable for: 30 = | days

Protects recent backups from modification or deletion by ransomware, malicious insiders and
hackers using native object storage capabilities. Object storage must support 53 Object Lock
feature,

< Previous 2pply Cancel



12 Click New Folder and define a folder name.

Select Folder *

Folders:

@ sarmple

Mew Folder Ok Cancel

13 Select the newly created folder and click OK.

Select Falder X

Folders:

4[5 sample

& MNew Folder

MNewr Folder Cancel



14 Back on the bucket page click OK.

Mew Object Storage Repository x

Bucket
Specify object storage system bucket to use,

Name Bucket:

‘samp\e | Browse...
Account

Folder
Bucket ‘New Falder | | Browse...
Surnmary

[ Limit object storage consumptionto: |10 2 TR
This is 3 soft limit to help control your object storage spend. If the specified limitis exceeded,
already running backup offload tasks will be allowed to complete, but no new tasks will be started,
[ Make recent backups immutable for, 30 % days

Protects recent backups frorn modification or deletion by ransormware, malicious insiders and
hackers using native object storage capsbilities, Object storage must support 53 Object Lock
feature,

< Previous Cancel

15 Verify the Summary and click Finish.

Mew Object Storage Repository

Sum mary

i i You can copy the configuration inforrmation below for future reference,

Marne Surmrnary:

[3bject storage repositary was successfully created,
Account Mame: Object storage repository 2

Description:
Bucket Type: 53-compatible

Gatevway server: not selected

Service point: httpsiffhestname:3000
Region: us-east-1

Bucket: sample

Concurrent tasks limit: unlimited
Storage consurnption limit: unlimited
Recent backups will not be immutable

Surnrnary

< Previous




Adding the Object Container(S3) as a capacity
tier to a Scale-Out repository

1 In the Backup Infrastructure section, right-click Scale-out Repositories, and select Add Scale-out

backup repository.

[ =’ =
= ’

C000 .
Add Scale-out Edat Scale-out ve
Repository Repository Repository Permussions
Manage Scale.out Repository Manage Settings To¢

Backup Infrastructure Q Typenon

i Backup Proxies Name T
£1 Backup Repositories 1, QSPL-4300-
' External Repositories
4 [ Scale-
£, Qsp

~* Add scale-out backup repository.., l
% Rescan

5 Service Providers
(1) SureBackup
(7 Application Groups
&, Virtual Labs
4 (%iManaged Servers
{5 VMware vSphere

s PR .

2 Click Next.

Mew Scale-out Backup Repository

Name
Type in 3 name and description far this scale-aut backup repository.

0

Performance Tier

Description:

Placemnent Policy Created by SYSTEST\dylanr at 5/12/2021 11:07 AM.

Capacity Tier

Summary

3 Add an existing spindled disk Repository or QoreStor Performance Tier-based Repository to this
page. Click Next.
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Meu Scale-out Backup Repository X

Performance Tier

Select backup repositories to use as the landing zone and for the shor-terrm retention,

Mame Extents:
MName Add...
Perf Ti =
SHTmAneETEr = | QSPL-6300-07_CWF-Veeam-CIFS
Rernowve

Placerment Policy
Capacity Tier
Surnrmary

Click Advanced to specify additional scale-out backup repository options, Advanced

< Previous Cancel

4 Set your performance Tier placement policy, setting this depends on the number of performance tier

repositories added and the resiliency of the backups required. Please reference Veeam

documentation.
Mewy Scale-out Backup Repositony X
P Placement Policy

Choose a backup files placement policy for this performance tier, When more than one extent matches the placerment policy,
backup job will chose extent with the most free disk space available,

Marne (® Data locality

All dependent backup files are placed on the same extent. For example, incremental backup files will
be stored together with the correspanding full backup file. Howvewver, the next full backup file can be
created on another extent (except extents backed by a deduplicating storage),

Perforrmance Tier

Placement Policy
) Performance

Caparity Tier Incrernental backup files are placed on a different extent from the corresponding full backup file,
providing for better backup file transformation performance with raw storage devices, Note that
Surnrnary losing an extent with a full backup makes restaring from increments impossible,

< Previous Cancel

5 Select the Extend scale-out backup repository capacity with the object storage checkbox. Select the
object storage repository created from the Adding the QoreStor ObjectContainer(S3) as a repository



in the Veeam section of this guide. Set the retention age for the object repository, keep in mind

restores will be quicker from the Performance Tier. Click Apply.

DO NOT USE ENCRYPTION

Mew Scale-out Backup Repository *

Capacity Tier

B - Specify object storage to copy backups to for redundancy and DR purposes, Older backups can be mowved to object storage
lj:E—l_:‘ completely to reduce long-term retention costs while preserving the ability to restore directly from offloaded backups.

MName Extend scale-out backup repository capacity with object storage:

Performance Tier Object storage repository 2 ~ Add...,

Placernent Palicy Define tirme windows when uploading to capacity tier is allowed Windowy,..

Eprstay Tias [ Copy backyps to object storage as soon as they are created . .
Create additional copy of your backups for added redundancy by having all backups copied to
the capacity tier as soon as they are created on the performance tier,

Summary

Mowve backups to object storage as they age out of the operational restore window

Reduce your long-term retention costs by mowving older backups to object storage completely
while preserving the ahbility diakaedire ctly from offloaded backups.

Mowve backup files older thah 14 2 Says (your operational restore window) Owertide..,

[ Encrypt data uploaded to abject storage

Manage passwaords

< Previous Apply Cancel

Warning: Do not configure Encryption in Veeam, this will cause QoreStor savings to be extremely
low. Instead, configure the Object Container to use encryption in QoreStor.

6 Verify the Summary and click Finish.

Mews Seale-out Backup Repositary X

Summary
Rewiew the scale-out backup repository settings, and click Finish to exit the wizard,

Marne Summaryt

Scale-aut backup repository was crested successfully]

Performance Tier
Placerment Palicy
Capacity Tier

Summary

< Previous




Using Instant Recovery with
QoreStor

Veeam’s Instant VM Recovery immediately restores a virtual machine (VM) into your production

environment by running it directly from the backup file.

Instant VM Recovery uses patented vPower® technology to mount a VM image to a production VMware

vSphere or Microsoft Hyper-V host directly from a compressed and deduplicated backup file.

By default, all changes to virtual disks that take place while the VM is running, are logged to auxiliary redo
logs residing on the NFS server (Veeam backup server or backup repository). These changes are discarded
as soon as a restored VM is removed, or merged with the original VM data when VM recovery is finalized,

that is when VM is migrated back to production storage.

Veeam vPower NFS service is a Windows service that runs on a windows backup repository server and

enables it to act as an NFS server

Instant Recovery with ESX

Enabling Instant Recovery with ESX

1 Create a backup job for the required VM as described in Section 3, the only difference is to set the
vPower NFS Datastore in the vPower NFS tab.

2 Check the checkbox Enable vPower NFS Server option on the vPower NFS tab and select the
appropriate folder as the NFS Datastore.

3 NFS Datastore can also be configured on different Windows servers if required and can be done by

selecting dropdown and adding the host along with credentials.



functionality such az Instant WM Recovery, SureBackup, on-demand sandbox, U-AIR and multi-05 file level restore.

=+ vPower NFS
a Specify vPower MFS zettingz. vPower NFS enables running virtual machines directly from backup files, allowing for advanced

MName vPower NFS

Type

[#] Enable vPower MFS server [recommended)

Share

| This server

. Specify vPower MFS root folder. ‘Write cache will be stored in this folder. Make sure the
Repository selected wolume has at least 10GE of free disk space available.

Folder:

Fieview

Apply

Flvegam? || Browse... |

Click kanage to change vPower MFS management port

Click Portz to change vPower MNFS zervice ports

< Previous | | Mest > | | Finizh | | Cancel |

Performing Instant Recovery for ESX

1 On Veeam Server’s console, click the Restore Wizard option, then select the VMware option and

select Instant VM recovery.

Restore Options
What would you e to do?

Fiestore from backup

l ®) Instant VM recovery !
aton)

O WM haed disks

) WM Fles [VMDK, WhEX)
) Guest Aes (Windows)
) Guest flez (other 05)
(0 Appheation ems

2

Fiestore from repéca

<

S—

(O Fasdover to replca

O Planned ladover

() Fadback to production
) Guest fles [windows)
O Guest fles [othes 05)
) Application Rem:

2 Select the virtual machine to be recovered and click Next.
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Yirtual Machine
= Chooze the virtual machine you want to recover,
H—]
_ WM ta recover.  dma-rhel7-¥1
. Job name Last restore point WM count Restore points count
Restare Point
4 é_h, sourcebackup 3/2/2016 1:25:54 AM 1
Recovery Made [T dma-thelf+1  less tham a day ago [1:2... 1
Restore R eason
Fieady to Apply
Fecovery
Eh~ Tupe i by h
LA~ Tvpein an object name to sear for Q
< Previous ! Mext I| Finish | | Cancel |

3 At the Restore Point step, select the restore point desired.

Restore Point

— Chooze restore point pou want to recover the selected virtual machine to.
H—
=

irtual Machine Wi name:  dma-rhel7-v1 Origingl host:  10.250.240.226

Recovery Mode Awallable restore points:

Created Type
Restore Reason | (% less than a day ago [1:27 &M ‘wednesday 3/2/201E) Full |

Feady to Apply

Recovery

< Previous

| Firiizh | | Cancel

4 At the Restore Mode step, select Restore to a new location, or with different settings.
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' Restore to the original lecation
Chuickly irtinls westos of nskechod VM b Bt cxiginal o tion, s with the ariginal rsme
and seltings. This ophon minmmizes the chance of user nput encr.

Aestore lo a new location, or with different sellings
Cusstornize reshosed WM location, and changs its seitings. The vizand vl sutomateally
prospudabe sl contnot: wilh the cngnal VM selting: 5t the delsll celting:

5 At the Destination step, select the ESX host on which the VM should be restored instantly. In the
Resource pool box, select the resource pool to which the restored VM should belong.
6 In the Restored VM name field, set the desired VM name.

Destination
= Choose ESx server to run the recovered vitual machine on. v'ou can choose to power on %M automatically, unless you need to

E— adjust VM zettings first [such as change WM network).
Yirtual Machine Host:

[10.250.213.25 | [ chosse. |
Restore Paoint

M folder:
Recovery Mode |Discovered wirtual machine | | Choose... |
Datastore dmahel7-v1_IF| |

esource pool.  Hesources
Restore Reazon P O Fesuioes
Ready to Apply G “WirtualLab
Fecoveny
| < Previous | I Mexst |I| Finish | | Cancel |

7 Atthe Datastore tab, leave the Redirect virtual disk updates option unchecked. This will let you
use Storage vMotion to migrate the VM to production after the VM is recovered from the backup.
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Datastore
3 By dedault, vibual disk changes of recovered Vi ae slored on vPowes NFS senvt, You can rednect these changes 1o a
different dalastons. Thes enproves 140 pedoimance, but pievents Stotage WM ohion on vSpheie veimons pior o vaphens 50

Retoes Reason
Ready to Apply

Recowvery

[ Foedunct vitusl disk updaie:

|k Choose to pick the datasion Choste

Draty ic

8 In the Ready to Apply screen, enable Connect VM to network and Power on VM automatically.

Ready to Apply

Virtual Machine
Restore Point
Recovery Mode
Destination
Datastare
Restore Reazon

Recovery

-’ Please ieview the provided settings.

Instant recovery settings:

W: dma-rhel7-+1, backed up less than a day ago
Host: 10.260.213.25
D atastore: Dizabled

Mew Wi name: dma-thel7-+1_IR

After you click Mext, the selected Wi will be instantly recovered inta pour production environment
To finalize the recovery, use Storage Yhotion to move running %M to the production storage.
Alternatively, you can perform cold ¥M migration during your nest maintenance window.

If pou are performing manual recovery testing, remember to change b network, to non-production
before powering on the Y

ariginal zerver stil running may affect zome applications.

ornect Y to netwaork
Power on %M automatically

i I ake sure original server i powered off. Recovering server into production network with

< Previous Il Mext > I| Firiizh | | Cancel

9 Click Finish to start Instant VM Recovery
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Instant Recovery -

Recovery
=’ Please wait while VWM recovery is performed.
| —]
L

Wirtual Machine Log:
X Meszage Duration
Restore Paint Starting %M dma-thel7-+1_IR recoverny
13 Connecting to host 10.250,213.25 0:00:039
ecovery Mode ==
Checking if vPower NFS datastore is mounted on host 0:00:46
Destination Lacking backup file
Publishing Wk 0:00:10
Datastore Updating Wk configuration
Checking free dizk space availsble to vPower MFS server,
Fiesuelieason Riegistering %M 00045
Reeinemy Powering on M ) 0:00:03
Updating session history
Recovery dma-thel7-+1_IR has been recovered successhully

Waiting for user to start migration

10 Open the vSphere client and make sure that the restored VM is started on the ESX host you selected.

Fie Edt View Inventory Admiistation Pugin Hep

B Bl & rone b g mwentory [ Hostsand Clusters s Q
suhrobapoeoe
BT ... 2000 we 1
iy vmiob primary
B H wositmisioc Geing Swten  Sammary Resource Alocation Performance | Tosks & Events Alarvs. [SIERR Peimissians Maps * Storage Views
weo 1
© w2

S () vvez vmiao oca
= [y v secondiey
'S § meoiz i ocs
= @ Wen 1 Recovered
8 Windows 2008 Web 1
5@ Weo 2 hocoversd
) Windows 2008 Web 2

Press CTRL + ALT + DELETE to log on

tecent Tasks Name, Target o Status containg: = o X
Name Targer T Detals | Inoateaby | vCenterServer | Reguested SartTi..— | Start Time T Compleced Time
£) FaloverRecovery Fan @ vwmhbl. @ Compleed Administator () vovevmisbl. 1YUSR0272428 .. ABSNI272HN .. 1UUS/20127:37:51 .

Aams | s

a L@

742

Bobmmie

o

£

11 In Veeam Backup & Replication, open the Backup & Replication view, select the Instant Recovery
node in the inventory pane, and make sure that the Instant VM Recovery session is available and

mounted.

VEEAM BACKUP AND REPLICATION
INSTANT VM RECOVERY

g X

Migrateto OpenVM  Stop  Properties
Production Console Publishing

Actions Properties
BACKUP & REPLICATION Wl WAME HOST STATUS RESTORE POINT BACKUP MAME
{571 dra-rhel7-v1_IR 1025021325 Mounted 3/2/20161:27:12 &M sourcebackup
E2 Instant Recovew (1)

4[5 Last 24 hours
[ Running (1)
[} Success



Instant Recovery with Hyper-V Server

Enabling Instant Recovery with Hyper-V

1 Create a backup job for the required VM as described in Section 3 and the only difference is to set
the vPower NFS Datastore in the vPower NFS tab as shown in the following screenshot.
2 Select Enable vPower NFS Server on the vPower NFS tab.

NOTE: There is no need to provide a folder as an NFS Datastore. In the case of the Hyper-V, cache

data is directly stored at the Hyper-V server datastore location.

Edit Backup Repository .

e ¥Power NFS

¥
& Spesily vPower NFS seltings. vPower MFS enables running vittual machines dreatly fiom backup files, llowing for advanced
L5 functionaliy such as Instant ¥ Riecovery, SureBackup, on-demand sandbes, U417 and muli-05 fie level restore.

Mame wPawer NFS

Tope Enable vPawer NFS server (recommended)

ahae [This server ~]
Spesity ¥Pawer NFS roct folder. Wiite cache will be stored in this folder. Make sure the

Fiepository selected valume has at least 10GE of fies disk space avalable

wPawer NFS Folder: | £ lvecam? | [ Browse.. |

Review

Apply

Click. Manage to change vPower NFS management port
Click, Ports to change vPower NFS service ports
<Previous | [ Mest> | [ Frish | [ Cancel |

Performing Instant Recovery for Hyper-V

1 On the Veeam Backup and Replication console, click the Restore Wizard, select Hyper-V, and then

select the Instant VM recovery.



Restore Dptions
What would you like to do? ’%

Restore from backup [’H Restore from replica

() _Instant WM recover O Failover to replica

@ Entire %M [including registiation) O Planned tailover
O WM hard disks (O Failback to production
O WM files [¥MDK, VM) (0 Guest files (indows]
) Guest files fwindows) ) Guest files [other 05]
O Guest files [other 05) O pplication iterns

) Application items

< Back I Mext > I Cancel

2 Select the virtual machine to be recovered.

Select vitual machine:

Job name Last restore point Wi count  Restore points count
b & hypery 9/30/2015 2:02:59 AM 1
b A% hyperv212175 10/6/2015 3.00:53 PH 1

Erype in an object name to search for

3 Select the desired restore point.

Virtual Machines
@ Select virtual mackines: to be restored. You individual vitual machines from backup fles, of containers from ive
- : A ba 3 e 10 sy Bet].
Virtual machines to reshorec
e Mode [D Tima i VM name fos instand bokue I
Name Size  Restocs pot |_Addw |
Reasen B PRAVINZKIZRZ 18668 S/30/2015 Wednesday 205 AM Iml
Summany Riemoms
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4 At the Restore Mode step, select Restore to a new location, or with different settings.

B

Virtual Machine ) Aestore to the osiginal location
) Ouickly iniate restore of selected WMz to the atignal lacation, and with the anignal name
Restoes Pont and settings. This oplion minimizes the chance of wset input ence.
A 1o & new location, o with dill ings
Customize reshosed Wl location. and chanos its tellings. The wizand vl automatcaly
Destination propidiste sl coninals with the coginal VI sellings a5 the delaul selfing:
D ataztone
Restoen Raaton
Fleady 1o Anph
Recovery

5 Select the Host to which your VM should be recovered.

st
Esmhhﬂmm\ﬂlu
Vitual Machine: WM locatort
Name: Host Chusher esource
LR 3 PRAVINZK12R2 i 0zm0zmn
Dratasione
Network
Hame
Reazon
Summan
Select muiple VM and chck Hast 1o spply chonges in bulk. [ Hoa, ][ Resowce
[cPevieus |1 Net> || oo | [[Cancel |
=

6 In the Datastore step, provide the location to temporarily store the cache data.
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Vitual Machines
Recovery Mode

Hast

Metwork
Marne
Reason

Surmmary

[ x]
@ Select the volum

Falders:
4 o 10.250.208.73 ]
[ Local Disk [C:]

I CO-ROM [D:]
I Femovable [E:]
b =y WM Storage (2]

tor. TESTAD\Deskiop

|h Tope in the paif fa folder |

7 After providing the details the screen will look like this:

8

WVirtual Machines
Aecoveny Mods
Heest.

Hebwmor:
Hame
Feasor

Susremany

Datastore
@ smnwmmwmmmmmmmmmm
Fiberx location:
Fie Size | Pah
4 3 PRAVINZIZRZ
3 Corlgustion fies £\ sens\adinisrstoe TESTAD\Desktogudl
[ o PRAVINZKI 2R 2 vhed 1BBGE  C\Uisers\admivisratos TESTAD\Desktoghid |
Sebsct masipls VM- and chck Path 1o apply changes bl
[<Pevioss [ Wear [N o | [ Caned |

In the Network section, select the Virtual Networks map to use with the new VM.
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Wittual Machines Hetwork cormechon:
Soulce Taepet
Recavery Mods 4 3 PRAVINZIZRZ
Host = vitual Switchll Virtusl Swatch 11
Datastore
Name
Reazon
Summasy
Silect mulliphs VM bo apply setlings change in bullc [(Metwaric_ |
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9 In the Restored VM name field, set the desired VM name.

Name
Wirtual Machines Virtual machines:
Hame: Mews Mane i LILID
Recovery Mode I PRAVINZKIZRZ I PRAVINZKIZRZ estoved  Create new
Host
Datasiore
Metwork
Rleston
Summany
S alect mutiple VM Lo apply seifings changa in bulk.
[CcPevon [[_tew> ) o | oo ]

10 Click Finish to start the recovery.
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Moetwork
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s,

12 In Veeam Backup & Replication, open the Backup & Replication view, select the Instant Recovery
node in the inventory pane, and make sure that the Instant VM Recovery session is available and

mounted.

VEEAM BACKUP AND REPLICATION

INSTANT VM RECOVERY

FER

Migrateto OpenVM  Step  Properties
Production Console Publishing
Actions Properties
BACKUP & REPLICATION YA NAME HosT STATUS RESTORE POINT BACKUR NAME
51 drma-thel v I_IR 1025021325 Mounted 3/2/2016 1:2712 AM sourcebackup

Ey Instant Recovery (1)

4 g dobs

42 Backup
4 [l Backups

¥ Disk
4 [ Last 24 hours

[*} Running (1]

[3 Success



Finalizing Instant Recovery

Migrating VM to a production

For VM migration, you can use VMware Storage vMotion, replicate or copy a VM to production with Veeam
Backup & Replication, or use Veeam’s Quick Migration. When you migrate the VM to production, the VM
data is copied from the backup to production storage. The VM data is pulled from the backup and
consolidated with changes made to the VM (redo logs). To migrate the restored VM with Quick Migration:

1 Open the Backup & Replication view in Veeam Backup & Replication.
2 Inthe inventory pane, select Instant Recovery.
3 Inthe working area, right-click the name of the recovered VM and select Migrate to production.

VEEAM BACKUP AND REPLICATION

RECOVERY TOOLS

INSTANT VM RECOVERY

R

Migratete OpenVM  Stop Properties
Production Consele Publishing
Actions Properties

WA HAME HOST STATUS RESTORE POINT BACKUP MARE
Mounted 34272016 1:27:12 A sourcebackup

BACKUPR & REPLICATION

-
7 drr
U 3 Iigrate to production.., I

E' Instant Recovewy (1)

4 -"}g Jobs

-QFE Backup
4 Eé—- Backups

=¥, Disk
4 [} Last 24 hours

ﬂ Running [1]

[ Success

Open WM console
Stop publishing

Properties..,

Terminating the Instant VM Recovery Session

When you terminate the Instant VM Recovery session, the VM is unpublished from the ESX host, and redo

logs are cleared from the vPower NFS datastore. To terminate the current Instant VM recovery session

1 Open the Backup & Replication view in Veeam Backup & Replication.
2 In the Inventory pane, select Instant Recovery.
3 Inthe working area, right-click the name of the recovered VM and select Stop publishing.
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QoreStor and Veeam Fast Clone for

Hyper-V 2016 backups or Data
Copy

Fast clone allows for synthetic full backups of Hyper-V systems or Data Copy jobs with VMs on the ReFS file

system with less read performance impact on the QoreStor system. This is achieved through SMB

commands and offloading data block copying of existing data to internal operations on the QoreStor

instance. It is recommended to configure a new QoreStor repository rather than use a pre-existing one. This

is because the existing repository will need to be removed from Veeam to recognize the Fast Clone feature.

To do that all Jobs referencing it will need to be moved to other devices or deleted as well. By creating a new

container to add as a repository within the same Storage Group, no savings impact will be noticed.

Requirements of Fast Clone

Fast clone is a combination of a Microsoft ReFS filesystem operation, SMB command, Hyper-V backup, and

Veeam operation. When considering Fast Clone for QoreStor the following is required:

Veeam 9.5 Update 4 or higher is required.
The Hyper-V server or Data Copy job proxy source is running Microsoft Server 2016.
The VMs for Data Copy job files need to be housed on ReFS File System. NTFS partitions will not
work for Fast Clone operations.
SMB 3.1.1 is required (This is taken care of by the QoreStor version requirements).
The Veeam backup repository requires the use of the “Align backup file data blocks” option
o This option will become automatically selected and greyed out making unchecking the
option impossible.
The QoreStor instance is running 6.0 HF2.
The QoreStor instance has Fast Clone/SMB offload enabled. This setting is off by default.
The Veeam Proxy moving the data or the Hyper-V server will need to have the Quest Rapid CIFS

driver installed and at version 4.0.3220.1 or newer.



e Any Veeam repositories added before enabling Fast Clone/SMB offload will need to be removed and
re-added within Veeam to recognize the newly supported option. This is not required if they are not
used with Fast Clone jobs.

e Synthetic full operations will need to be configured for all preexisting Veeam backup or Data Copy

jobs.

Configuring a new Fast Clone
Repository

In this section, we are going to assume the QoreStor being added is new to Veeam. In the following section,

we’ll cover additional steps to reconfigure existing QoreStor repositories in Veeam.

1 First, we'll need to enable Fast Clone support in the QoreStor instance. This is easily done by logging
into the gsservice user via ssh. If this is your first time logging in as the gsservice user please
reference the QoreStor Deployment Guide for information. Please note enabling the SMB
Offload/Fast Clone feature does restart the QoreStor services which could result in failed backup or

data copy jobs.

2 Once you've logged in via SSH you'll be greeted by the QoreStor Menu. Select Administration,
followed by QoreStor Advanced Features, then the SMB Offload Copy option.

tor Administration MENU QoreStor Advanced Features MENU
Cperational Mode

Replication Tuning
Time Network Config Buffers TCP Tuning
Login Info Set Hostname ActiveD5 Tuning
Network Info QoreStor Services Q3E IC Thread Tuning

Routing Info QoreStor Update SMB Offload Copy

Storage Usage QoreStor Maintenance

Storage Layout QoreStor Advanced Features
Troubleshooting Tools <Back>

System Info Operating System
QoreStor Stats Terminal
QoreStor CLI Color Theme
Service Shell Locale

Proxy Settings

<OK> <CLOSE>

<Back>

3 Select the Enable SMB Server Offload Copy Support option, then select Yes followed by Ok.

Enable SMB Server Gffload Copy Support. This option should only be ||| sMB server officad copy Support Enabled
used with Rapid CIFS-based Veeam Fast Clone backups and will QoreStor needs to be restarted to use the new settings
require a restart of the QoreStor Services. Press OK to Continue
<OK> <Back> Do you want to proceed?

4 Wait for the QoreStor services to restart and for the system to become operational again.

5 Install the 4.0.3220.1 or newer Quest Rapid CIFS driver on the Veeam Backup and Replication server
as well as any Hyper-V server or Veeam proxy that will be used. Please follow the Installing Rapid
CIFS on a Veeam Windows Proxy section for steps to do this.



6 Create a new CIFS container and add it to Veeam as a repository by following the Creating a CIFS
container for use with Veeam and Adding the QoreStor CIFS container as a repository in Veeam
sections of this guide. Ensure the Align backup file data blocks option is checked when adding the
repository to Veeam. This will likely be automatically checked and greyed out if Fast Clone support is
recognized by Veeam.

Storage Compatibility Settings X

[ J

Decompress backup data blocks befare storing

VM dlata is compressed by backup presy according to the backup job
compression settings ta minimizs LAN traffic, Uncompressing the data befare
storing allows for achieving better deduplication ratio on most deduplicating
storage applisnces st the cost of backup performanice,

Use per-¥M backup files
Per-VM backup files may improve performance with storage devices benefiting
fram multiple /0 streams. This is the recommended setting when backing up to

deduplicating storage appliances.

7 Create a new Hyper-V backup or Data Copy job following the Creating a backup job with the
QoreStor system as the target section of this guide ensuring to use of the Synthetic full option in
the job settings.

Advanced Settings X

Backup Maintenance Storage Naotifications Hyper  Seripts

Backup made
O Reverse incremental {slower)
Increments are injected into the full backup file, so that the latest backup
file is abways a full backup of the mast recent VM state.
@ Incremental recommended)
Inerements are saved into new files dependent on previous files in the
chain, Best for backup targets with poor randam /0 perfarmance.

I Create synthetic full backups periodically I I Days... I
Teate o Naturday

[ Transfarm previous backup chains inta rallbacks
Converts previnus incremental backup chain inta rollbacks for
the newly created full backup file.

Active full backup
[ Create active full backups periodically

Manthly an: [First Manday Manths..
Weekly on selected days: Daysu
Saue A5 Default oK Cancel

8 For the next Synthetic Full, you should see Fast Clone referenced in the job details.

iob progress: 100% 10t 1VMs
SUMMARY DATA STATUS

Duration: 006:15 Prowessed: 100.0 GB {100%; Sikcoess:

Frocessing rate: 80 MB/s Read: 9668 Warnings: °

Sottenecc Proy Transferred 9562 (1% Errors: )

THROUGHPUT (ALL TIME)
Speed: 962 MErs

&1 SSA-I0SIMODT
00001

00120

Load: Source 66% > Proxy 80% > Network 64% > Target T3%

Hide Details oK



Reconfiguring an Existing QoreStor
Repository for Fast Clone

In this section, we'll cover additional steps needed to get an existing QoreStor repository recognized as
supporting Fast Clone by Veeam. To achieve this the existing repository will need to be removed and re-

added to Veeam. This will involve pointing existing jobs to other repositories or deleting them outright.

A Warning: This is an advanced operation and should only be attempted by a customer
comfortable with the Veeam product. Quest recommends creating a new Repository in the
same Storage Group and leaving your existing repository in place rather than following these
steps.

1 Follow steps 1 -5 in the Configuring a new Fast Clone Repository section.

2 Perform a manual Veeam configuration DB backup and take a copy of that backup file from the

repository

3 Clone all existing jobs going to the original repository. Do not edit these jobs to configure them with a

backup repository yet.

4 Remove all existing Veeam Jobs going to the original repository, in 9.5 U4 this should leave the
backup files in place and only remove the job and backup file references from the Veeam
configuration database.

5 Remove the original repository from Veeam, again in 9.5 U4 this should leave the backup files in place

and only remove the job and backup file references from the Veeam configuration database.

6 Add the original repository back to Veeam, ensuring to select all advanced storage options suggested
in the Adding the QoreStor CIFS container as a repository in Veeam section of this guide. The
Align backup file data blocks should be automatically checked and greyed out if Fast Clone support

is recognized by Veeam. If not double check all previous steps.

Storage Compatibility Settings X

[ }

Decompress backup data blocks befare storing

VM data is compressed by backup proxy according to the backup job
compression settings to minimize LAN traffic, Uncompressing the data before
storing allows for achieving better deduplication ratia on most deduplicating
storage appliznces at the cost of backup performance.

Use per-¥M backup files
Per-UM backup files may improve performance with storage devices benefiting
from multiple 170 streams. This is the recommended setting when backing up to

deduplicating storage appliances.




7 Run a rescan of the repository once added to Veeam, this may take some time depending on the

number of save sets existing in the repository. This will import the existing files into the configuration
database and make sure they are restorable.

a |If the backups are still not restorable run a Veeam configuration backup restore using the

backup you manually created. This will put your Veeam server back into the state it was before
any jobs were cloned or removed.

8 Edit your cloned jobs to use the newly re-added repository. Ensure the Synthetic feature is selected
in the job advanced options for every cloned job.

Advanced Settings X

Backip Maintenance Storage Notifications Hypery  Scripts

Backup mode
O Reverse incremental (slower)
Increments are injected into the full backup file, so that the latest backup
file is always 2 ful backup of the most recent VM state,
® Incremental [recommended)
Increments are saved into new files dependent an previous files in the
chain, Best for backup targets with poor randorm /0 performance.

I Create synthetic full backups periodically I I Days... I
TeatE oy Se Ay

[ Transfarm previous backup chains inta rollbacks

Converts previous incremental backup chain into rallbacks for
the newly created full backup file.

Active full backup

[ €reate active ful backups pericdically

Manthly an: [First Manday Manths..
Weekly on selected days Days.
Save As Default oK Cancel

9 For the next Synthetic Full, you should see Fast Clone referenced in the job details.

c Full

Job progress: 100%

10t 1VMs
SUMMARY DATA STATUS

Duration: o615 Provessed: 100.0 GB {100%; Success: 1

Processing rate: 80 MB/s. Read aeGe Warnings: 0

Botdeneck Prosy Transferred: 95G2 (19 (e )

THROUGHPUT (AL TIME)

Spead: 962 MENs

SISSAI0SIMODT O Success

Started at 8/26/2016 7:06:53 AM
2 2uilding VMs st

00004
2 VM size: 100.0 G (1000 G
a block tracking is enabled
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boon queued for processing

Synthetic full backup created succasstully fast clane]<:
Load: Source 66% > Proxy 80% > Network 64% > Targel 3%

Hide Details
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Performance Tier

A Performance Tier allows you to define a set of faster disks as a Storage Group and create a container
within that group. This Performance container will always read/write to these faster disks which will allow
operations like restores and standard (non-fast clone) synthetic backups to occur quickly. This tier does not
stage data off to the standard disks, this is because a restore of synthetic operation reading from the
standard disks would still hamper the operation. All data written to the Performance Tier stays within the
performance Tier. Because of this, it is recommended to write only specific jobs, which are required to be
highly available and are sized to fit within the performance tier size. Please read the QoreStor User Guide for
more details about the Performance Tier.

A Warning: Please note that once a Performance Tier is added to a system it cannot be easily removed and
attempting to do so will most likely result in the destruction of data. Please disable any backup or data

copy jobs to the QoreStor system and contact support before attempting removal to find out if this is
possible.



Setting up Performance Tier with
QoreStor

In this section, we are not going to cover adding a device, creating a partition, creating an XFS filesystem, or

defining a mount point in detail. Please reference the QoreStor Installer Guide for this information.

1 We first need to cable and add the disks to the OS level. Once seen as a device in the OS an aligned
partition will need to be created, an XFS file system created, and a mount point defined in fstab that
includes mount option requirements defined in the QoreStor Installer guide.

2 Once a file system path to the high-performance storage is added the next step is to add that path as
a performance tier in QoreStor. In the QoreStor Ul expand Local Storage and select the
Performance Tier tab. Click Add Performance Tier.

admin ~

Performance Tier \ tatus
Healthy

Local Storage
Performance Tier

No Performance Tier added

Add Performance Tier

3 Enter the performance tier mount path and click the Test button.

Add Performance Tier

NPERF

4 Click the Confirm button.

Warning

Performance tier path test can take a few minutes. Do you want to continue?

5 |If the path gets the expected performance click Add.



Add Performance Tier

Filesystem

T
Sequential IOPS  Random IOPS.
103059 24408 + sevm

WPERF

6 Click Confirm to finish adding the performance Tier, QoreStor services will be restarted

Warning
Adding Performance tier can take a few minutes and may result in service restart. Do you want to continue?

Confirm

7 Once the performance Tier is added you will be logged out. Once logged back in the Performance Tier

tab will now list a dashboard for the performance Tier.

8 Navigate to the Containers tab and click Add Container.

S L admin

Containers (0 Versio ystem Statu:
Containers 6.0.0.670 Healthy

0

No Containers Available

Add Container

9 In the Storage Group dropdown, select Performance Tier. Input the container Name and set the
Protocol to NAS (NFS, CIFS). Click Next.

Add Container

10 Follow the rest of the steps listed in the Creating a CIFS container for use with Veeam and Adding
the QoreStor CIFS container as a repository in Veeam sections of this guild to finish configuring

your Performance Tier container.



Optimizing Performance Tier via Sync
Always option

Veeam suggests enabling sync always on CIFS shares. This share-level option decides whether every write
to disk should be followed by a disk synchronization before the write call returns control to the client. Setting
this to yes can decrease performance but does add some more resiliency to writes in case of interruption of
the QoreStor system before writes were synced to disk. We do not recommend this option in cases where

performance is a key factor

1. On the QS system run the following command:

/opt/qorestor/bin/connection --update --name <container name> --type CIFS --options "sync

always"=yes



Cloud/Archive Tier

Cloud Tier

Cloud Tier allows per container tiering of deduplicated data to low-cost cloud storage. This enables several
potential workflows. Namely the ability to keep longer retention while using less physical space on-site or
duplicate archival to the cloud. This is done by establishing a Cloud Tier connection and defining per
container policies by which to tier data to the cloud. The policy manager allows for tiering based on time
limitations and optionally filtering included and excluded files. It is important to note that individual data
blocks will be tiered off not whole backup files. This means if a data block is found frequently over multiple

backups it will not necessarily be tiered to the cloud.

A Warning: Once a container is configured as Cloud Tier the only way to remove it would be to delete the
container or contact Support to fully restore all data blocks from the Cloud. This might involve a read cost
from the cloud provider

A Warning: It is important to fully consider your Veeam Job configuration and policy configuration when
deploying Cloud Tier. Failure to do so could result in unexpected charges from the cloud provider or even
failing backup jobs. Please read this section in its entirety as well as check the Cloud Tier section of the
QoreStor User Guide.

Important Considerations for Cloud Tier with
Veeam

Cloud tiering is achieved by sending deduplicated data blocks to low-cost cloud storage on a cloud provider.
These data blocks are identified via a per-container policy manager. The Policy manager options are Idle

Time, On-Prem Retention, Include/Exclude Directory paths, and Include/Exclude file types.

o Idle Time before cloud migration — Replicates stable data blocks idle for more than the selected
number of days/hours to the cloud. After this completes data blocks with be located both On-
Premises and on the cloud. All restores will come from the On-Premises data block and not induce
any cost. Any attempted modification of files after this idle time will result in access-denied errors.
This is why the job type should be considered in Veeam, more on this later in this section.

e On-Prem Retention Age — After the selected number of days/hours data blocks that have replicated
to the cloud will be removed from On-Premises storage. After this, any data reads, such as restore



or synthetic full backups, will be from the Cloud Provider. This can be slower and induce costs from

the provider.

o Folder Paths — Allows for including or excluding specific paths from cloud tiering replication. Usually,
this feature shouldn’t be needed with Veeam.

¢ File Extensions — Allows for including or excluding specific file types from cloud tiering replication.

Usually, this feature shouldn’t be needed with Veeam.

In most cases, with Veeam, Only Idle time and On-Prem Retention need to be considered.

A Warning: Idle time is especially important to consider with two workflows. Forever Forward

Incremental and forward incremental with Synthetic Full Backups.

o Forever Forward Incremental — Quest recommends against using Forever Forward Incremental jobs

with Cloud Tiering at all. In this workflow, a full backup is taken initially and kept, every backup

after this will be incremental. Importantly once retention is met the Original Full Backup file has the
older incremental injected into it. This means the oldest file in a backup chain is modified by

Veeam. If this first full is determined idle by the policy manager “ldle Time before cloud

migration” setting, any attempts at modifying it will fail with access denied errors. Even if the Full
backup is excluded from cloud tiering the oldest incremental will be read from the cloud resulting in
a charge from the cloud provider.

o Forward Incremental with Synthetic Full Backups — Quest recommends considering your Synthetic
Full schedule when using this workflow with Cloud Tiering. In this workflow, you schedule a periodic
Synthetic operation in your backup job. This can be daily, weekly, or monthly. In this workflow, the
initial backup will be a full backup. The following days will be incremental backups until your next
scheduled synthetic full backup. During the synthetic full Veeam will read from the most recent Full
as well as every incremental after it. All of this data will be written into a new Full backup file. It's
important that your “On-Prem Retention Age” setting is longer than your synthetic schedule. If

this isn’t done the Synthetic operations will result in cloud reads which will result in performance
impact and induce cost from the cloud provider.

¢ Forward Incremental with Active Full backups - All new backups will be written into new full or
incremental backup files. There is no consideration for this backup time and it will work without
issue with Cloud Tiering.

¢ Reverse Incremental - In this workflow, a full backup is taken initially. Each additional backup will
be incremental which is then injected directly into the full. After the inject an incremental file is left
with all the data removed from the full. These files are okay to tier to the cloud without issue. The
injection means the full backup will be modified every backup instead of a new file created. The

“Idle Time before cloud migration” setting needs to be longer than your scheduled incremental

backup frequency. This will likely be easy to achieve since incremental backups typically happen

frequently. Failure to do so will result in access denied errors.



Setting up Cloud Tier

Before setting up Cloud Tier it's important to gather some information from your cloud provider. If using

Azure, you will need your Connection String, this can be found on your Azure portal under your blob storage
account. If using AWS, Wasabi, or an S3 Compatible cloud provider you will need your Access Key, Secret

Key, Region, and Endpoint setting (if using a cloud emulator). These can be found on your AWS console or

from your cloud provider.

1

In the QoreStor Ul select the Cloud Tier tab then click the Configure button.

& [\ admin

Cloud Tier Versior System Status
6.0.0.670 Healthy

Cloud Tier

&

Cloud Tier has not yet been configured.

Configwe

For Azure enter your Azure Container name, this will be created automatically in the cloud. Enter your
Connection string from the Azure portal and your passphrase. This passphrase is user-defined and

used to securely encrypt all files written to the cloud provider. Finally, click Configure.

NOTE: Please note the Azure Container name need to be lower case and some symbols are not

allowed. This is a limitation of Azure

Configure Cloud Tier

Azure Blob
? Need Help?

blebcontainer

Cloud Tier Encryption

For AWS, Wasabi, or S3 compatible enter your S3 bucket name, and this will be created. Enter your
Access Key, Secret Key, Region, and passphrase used to encrypt all data written to the cloud

provider.

NOTE: Please note the S3 Bucket name need to be lower case and some symbols are not allowed.
This is a limitation of S3



Configure Cloud Tier

AWS 53

2 Need Help?

blobcontainer

Q Defouit @ Custom

Cloud Tier Encryption

4 At this point, Cloud Tier should show as configured and the Cloud Tier tab will be populated with
statistics. The next step will be to Enable the Cloud Tiering Policy on individual containers.

Select the Containers tab and find or create a container. Click the “Enable Cloud Tiering Policy”
hyperlink on this container.

A Warning: Once a container is configured as Cloud Tier the only way to remove it would be to delete the

container or contact Support to fully restore all data blocks from the Cloud. This might involve a read cost
from the cloud provider

Containers(1) tem

Containers Healthy

backup
i

NAS (. CIFS )

i torage Gr
Enable Cloud Tiering Policy DefaultGroup

6 Define the Idle tie before cloud migration and On-Prem Retention Age, and click Enable.

A Warning: Please reference the Important Considerations for Cloud Tier with Veeam section of this guide
before defining idle time and retention age.




Enable Cloud Tiering Policy

The container will not show as having Cloud Tiering Policy enabled. Idle data will now automatically

tier to the cloud provider.

admin

Containers(1)
Containers Healthy

backup

NAS (.~ CIFS )

!
DefaultGroup




Archive Tier

Important Considerations for Archive Tier
with Veeam

QoreStor's archive tier feature enables QoreStor data to be quickly and easily archived to long-term Amazon
S3 Glacier or Amazon S3 Glacier Deep Archive storage. Using Veeam and a supported protocol (Object
container(S3), files can be written to a QoreStor container and migrated to your archive tier according to
easily defined policies. QoreStor provides a policy engine that allows you to set file age and on-premises
retention criteria to be used in identifying which files are most suited for replication to the cloud. Policies are
defined at the container level and apply to all files within that container. Using the QoreStor Cloud Policy,

you can replicate files based on:

¢ Idle time - replicate stable files idle for more than the selected number of hours.

¢ File extensions - replicate files that match or do not match names in a list of extensions.

e Regular expressions - include or exclude files based on their match to configured regular
expressions.

o File locations - replicated files in a list of directories, or all files except those in a list of directories.

Any data that is archived from the QoreStor instance by the archive tier is encrypted with zero knowledge
encryption. The encryption keys are solely owned by you. If the encryption keys are placed in the archive
tier, a passphrase is used to encrypt those keys and that passphrase is only known to you. For added
security, QoreStor obfuscates metadata names such as blockmap and data store objects that are stored in

the archive tier.

Data stored in the archive tier is not available for immediate recovery. When recovery is initiated, the data
stays in the archive tier while a copy is made in S3 standard storage and kept for an amount of time
specified by the archive_retention_in_warm parameter. Although recovery times may vary, the general

expectations for recovery times are:

e Amazon S3 Glacier storage: 3-5 hours

e Amazon S3 Glacier Deep Archive: within 12 hours

Setting up Archive Tier

Archive Tier is a feature that allows a QoreStor system to tier deduplicated blocks of files to an AWS
glacier/deep archive via S3 protocol. Once added one or more containers can be added to a policy. How that
policy is configured can determine how long the data is available on-prem in QoreStor, how long it's

available both on-prem and in the archive simultaneously, and finally at what point is it only available in the



cloud. Archive Tier restores are more difficult, careful consideration should be given to how long the data

should be available on-prem before configuring the archive tier.

1. Open the QoreStor Ul, expand the Cloud Storage section, and select the Archive Tier page. Click the
Configure button.

Archive Tier

Cloud Storage

. Q

Archive Tier has not yet been configured.

Configure:

2. You will have to provide several bits of information from your AWS account including the access key,
secret, correct region, ARN role, and select an Archive Service Name. The S3 bucket name will
be created and is character limited by the provider. Also please make sure to keep your
passphrase, without this the data is not recoverable in a Disaster Recovery scenario. Finally, click

Configure.

Configure Archive Tier

‘ AWS S3

? Need Help?




3. We need to add an Archive tiering policy to a specific container. Do this by navigating to the
Containers page, selecting the ellipsis in the top right corner of the specific container, and clicking
Enabled Cloud Tiering Policy.

Containers (2
Containers

QSPL-6000-01_CWF-NVBU-RDS e nvstore

[E Details
o y N & Enable Cloud Tiering Policy -
None . L2l AS (
& Enable Archive Tiering Policy
DefaultGroup 2 Edit
® user Access Control

i Delete

4. In the next window, we need to define the policy. Idle time before archive migration specifies the
number of hours/days datablocks must be kept idle before being sent to the cloud. The On-Prem
Retention age specifies the number of hours/days files will be kept locally after they are sent to
the archive. Finally, click Enable.

Enable Archive Tiering Policy




Setting up the QoreStor system
cleaner

Performing scheduled disk space reclamation operations are recommended as a method for recovering disk

space from system containers in which files were deleted as a result of deduplication.

The system cleaner runs during idle time. If your workflow does not have a sufficient amount of idle time on
a daily basis, then you should consider scheduling the cleaner to force it to run during a scheduled time. If
necessary, you can perform the procedure shown in the following example screenshot to force the cleaner to
run. After all of the backup jobs are set up, the QoreStor system cleaner can be scheduled. The QoreStor
system cleaner should run at least 40 hours per week when backups are not taking place, and generally
after a backup job has been completed. Refer to the QoreStor Series Cleaner Best Practices white paper for

guidance on setting up the cleaner.

1 In the QoreStor system GUI, expand the Local Storage tab then click Cleaner, and finally Edit
Schedule.

admin

Cleaner (Done)

System Status
Healthy

2 Define the schedule and click Save Schedule.

6.0.0.670 Healthy

Cleaner (Done)

C 1.00 PM - 6:00 PM 1.00 PM - 6.00 PM 4| 1.00 PM - 6:00 PM C 1.00 PM - 6.00 PM 1:00 PM - 6.00 PM

Cleaner Processed




3 The new cleaner event is displayed on the Cleaner Tab.

Cleaner (Done.

Local Storage

Cleaner

Cleaner Status

Cleaner Processed

admin




Monitoring deduplication,
compression, and performance

After backup jobs have run, the QoreStor system tracks capacity, storage savings, and throughput in the

QoreStor dashboard. This information is valuable in understanding the benefits of the QoreStor software.

'i NOTE: Deduplication ratios increase over time. It is not uncommon to see a 2-4x reduction (25-50% total
savings) on the initial backup. As additional full backup jobs are completed, the ratios will increase. Backup jobs
with a 12-week retention will average a 15x ratio, in most cases.

Dashboard

General Information Version System Status
Healthy

6546GB | ' 654.2 GB
DEDUPE couPRESSION

Capacity
Used Capacity © Licensed Capacity * Physical Capacity

System Throughput n System Information

Operational Mode

Oracle Linux Server release 7.3 qspl-6300-47 Net Configured

8.39TB




