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Executive Summary

This paper provides information about how to set up the DR Series system as a backup to disk target for
BridgeHead Healthcare Data Management (HDM) 12B.

For additional information, see the DR Series system documentation and other data management application
best practices whitepapers for your specific DR Series system at:

http://support.quest.com/DR-Series

i NOTE: The DR Series system/ BridgeHead HDM build version and screenshots used in this document

might vary slightly, depending on the version of the DR Series system/ BridgeHead HDM Software
version you are using.


http://support.quest.com/DR-Series

Installing and configuring the DR

Series system

1 Rack and cable the DR Series system, and power it on. In the Quest DR Series System Administrator
Guide, see the following sections for information about using the iDRAC connection and initializing the

appliance.
m  “iDRAC Connection”,
m  “Logging in and Initializing the DR Series system”
m  “Accessing IDRAC6/Idrac7 Using RACADM”
2 Log on to iDRAC using the default credentials (username: root and password: calvin) and either:
m the default address 192.168.0.120,

m orthe IP address that is assigned to the iDRAC interface

3 Launch the virtual console.

€ ) © 8 hteps:7/10.250.224.L15fndex. il T1=bLoc 5521 bafeF  ST2=Tet0dact basbdesF [ searen

INTEGRATED REMOTE
ACCESS CONTROLLER Enterprise

Properties

Summary  Defails  Syster Inventory

System Summary

~|- Server

Server Health Wirtual Console Preview
" V] Batteries > setings
g V] Fans ool
e v > Launch
Intru: V] Intrusion
05 [¥] Power Supplies
V] Rermovable Flash Media
V] Temperatures
V] Valtages:

Server Information Quick Launch Tasks
Pawer State on Pewer ONTOFF
Systern Model Quest DREI00 Power Cycle System (cold booh)
System Revision ! System ID LED ONIOFF @

4  After the virtual console opens, log on to the system (with the username: administrator and password:
StOor@ge! where the “0” in the password is the numeral zero).

File View Macros Tools Power HextBoot Virtual Media Help

DR63688 release 4.68.3828.08

rb3BB-45 login: administrator




5 Set the user-defined networking preferences.

File View Macros Tools Power HextBoot Virtual Media Help

Initial System Configuration Wizard

lelcomet You appear to have logged into this system for the first time.

This wizard will help you set up the networking and host name.

NOTE: The MAC address for DHCP reservations is 24:6E:96:39:Db:88

Would you like to configure network settings (yes-no-later) 7

6 View the summary of preferences and confirm that it is correct.

File View Macros Tools Power NextBoot Virtual Media Help

Set Static IP Address

IP nddress : 18.250.236.162
Network Mask : 18.255.255.128
Default Gateway : 18.258.236.1
DNS Suffix ¢ ocarina.local
Primary DNS Server : 18.258.248 .48

Host Hame : dr6388-45

Are the above settings correct (yessno) 7

7 Log on to the DR Series system administrator console, using the IP address with username administrator

and password StOr@ge! (The “0” in the password is the numeral zero.).

B ¥ A0 R =

Quest

DR6300

dr6300-45.0carina.local

administrator




8 Join the DR Series system to Active Directory.

. NOTE: if you do not want to add the DR Series system to Active Directory, see the DR Series System Owner’s
Manual for guest logon instructions.

a Inthe left navigation area of the DR Series system GUI, click System Configuration and then select

Active Directory.

OueSt dDrERS?Jg-?lg.ocarina.local
GlobalView > I Active Directory
Dashboard »  Client Connections
Containers »  Date And Time
Replications > Enclosures
System Configuration » Licenses
Support 4 Networking
09/25/2017 23:04:39 Sehedules
US/Pacific-New SSL Certificate
Storage Groups
Users
b Click Join.

DR6300
Quest dr6300-45.0carina.local

GlobalView *Active Directory
Dashboard 4
0 Note: The Active Directory settings have not been configured. Clic « join t « configure them.
Containers »
Replications >
System Configuration 3
Support 4
09/25/2017 23:02:24

US/Pacific-New

¢ Enter valid credentials and click Join.
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DR6300
OueSt dr6300-45.0carina.local

GlobalView
Dashboard
Containers
Replications

System Configuration

Support

»

»

09/25/2017 23:14:18
US/Pacific-New

Active Directory

% Join

Domain Name (FQDN) I:l
Username
Password

% Joi *® Cancel

d On the Action menu in the upper right corner of the page, click Add Login Group.

Quest DR6300

r6300-45.ocarina local

administrator [ 0

System Configuration ~ »

Login Group@

xces

GlobalView * Active Directory
Dashboard L4

Containers 4 % Join

Replications r

Domain Name (FQDN) | testad.ocarina.local

Support > Username administrator
0912512017 23:56:53 Password cosecsnee
US/Pacific-New
Org Unit
x e

Add Login Group

S Leave

8 Add Login Group

& Log Out

9 You now need to create and mount the container.

<Storage Group>.

DR6300
QueSt dr6300-45.0carina.local

GlobalView
Dashboard
Containers
Replications

System Configuration

Support

» Search Group

»  All Containers

» | bridgehead

»  DefaultGroup
»  sgi

»  sg2

10 On the Action menu in the upper right corner of the page, Add Container.

In the left navigation menu, click Containers ->

Setting up the DR Series System on BridgeHead® Healthcare Data Management
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Quest DR&300

dr6300-45,acarina.local

System Configuration

Support

administrator

=

GlobalView *  bridgehead/Containers
Dashboard 3
Container = Marker Type & Acgess Protocol & Gonnection Status + Replication +
Containers
No records
Replications »

0ltemis) found.

£ Add Cantainer

@ Log Out

Acuons

11 Enter a container name.

12 For the Access Protocol, select NAS (NFS, CIFS) and then click Next.

Quest DR6300

dr6300-45.ocarina.local

System Configuration

Support

10/26/2017 00:20:39
US/Pacific-New

Access Protocol @ NAS (NFS, CIFS) -

Container Name @ |BHOW| | e

xcoce

administrator [ 0§
Gopatien * bridgehead/Containers
Dashbeard »
Containers ) + Add Container
Replications »

13 Select NFS, CIFS as the access protocol and the Marker Type as BridgeHead, and then click Next.

OUeSt DR6300

dr6300-45 . ocarina.local

System Configuration

Support

10/26/2017 00:22:05

Access Protocols | NFS @ CIFS
Marker Type BridgeHead -

administrator
Giobaliow *  bridgehead/Containers
Dashbeard 3
Containers , |+ Add Container
Replications »

14 Configure the NFS and CIFS client access settings and click Next.

o uest DR6300

dr8300-45.ocarinalocal

System Configuration

Support

10/26/2017 00:25:52
US/Pacific-New

NFS Options @ Read Write Access O Read Only Access

Map Root To Root

Client Access @ Open (allow all clients) O Create Client Access List

Client FQDN or IP Address FQDN or IP Address

Allow Clients

:

e

administrator
Globane *  bridgehead/Containers
Dashboard »
Containers » <+ Add Container
Replications »

Container Marker Type + Access Protocol $ Connection Status + Replication % Actions
No records.
0 ltem(s) found.
Setting up the DR Series System on BridgeHead® Healthcare Data Management 10
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OUESt DR6300

dr8300-45.ocarina.local

administrator

GlobalView
Dashboard
Containers
Replications

System Configuration
Support

10/26/2017 00:29:45
US/Pacific-New

N Client FQDN or IP Address F

*  bridgehead/Containers

»

+ Add Container

CIFS Client Access @ Open (allow all clients) O Create Client Access List

IP Address ‘

Allow Clients -

xare

Container * Marker Type Access Protocol & Connection Status & Replication +

No records

0 ltem(s) found

Actions

15 Review the summary and then click Save to add the container.

administrator

ystem Configuration

upport

10/26/2017 00:31:42
US/Pacific-New

>

bridgehead/Containers

+ Add Container

DUESt 2?3%3?1(5) acarina.local
lobalView
dashboard
Sontainers
eplications

Storage Access Protocol

Access Protocol NAS (NFS, CIFS)

Container Name BHDM1

Configure NAS Access & Marker
MNAS Access Protocol NFS, CIFS

Marker Type BridgeHead

Configure NFS Client Access

NFS Options Read Write Access
Map Root To Root
Client Access Open (allow all clients)

Configure CIFS Client Access

Client Access Open (allow all clients)

% Cancel

16 Confirm that the container is added.

System Configuration

Support

3

added container "BHDM1". Container is being established. Information updates may be briefly delayed untl the pracess is fully complated

bridgehead/Containers

Container * Marker Type $ Access Protocol $ Connection Status $ Replication + Actions

Quest  seooasocsin e
GlobalView
Dashboard
Containers
Replications

| BHDM1 BridgeHead NF8,CGIFS Available, Available Not Gonfigured

1 ltem(s) found.

administrator

Setting up the DR Series System on BridgeHead® Healthcare Data Management
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Setting up BridgeHead Healthcare

Data Management

For a Windows Environment

2

Open the BridgeHead HDM Management Console, click Backup Node > Configuration, and then double-
click the Configuration File to open it (in a text editor).

'a_- Management Console - Backup Node

@ ’F\ General | m Report Manager | @) Lag Yiewer | Robot Manager |

P Refresh | (0 )
, v =
£ K Delete A -

Open Diagnostics | Guides

I[=] E3

-

General Ackions Guides

E"L;;a Management Console
EIE:B Control Mode
---El Obiject Manager
3‘ Queue Manager
{:'| Schedule Manager
{% Service Manager
L?S] Update License
Eﬁ Reports
EHE Service Mode
Configuration
|kl Contral Ukility
£ Backup Node
' Configuration
{% Service Manager
[}- Raobok Manager
[}-|[|_i|] Report Manager
I':T'-@ Liog Wiewer

el localhost

Backup Mode = Configuration

e ]

E# Configuration File

C:\Htape\BRYHPT _BM.ini

1 Item

In the configuration file, search for “Staging_Area,” and then enter the following information for the staging
area entries:

m  Staging Area Path - Enter the DR container share UNC path.

m  Staging Area Name - Enter a name for the staging area.



1P T_BN - Notepad

File Edit Formakt Wiew Help

staging_area<_nn>_Fath

specifies the full Eath of the staging area. For example
C:hstagehstagels,. The default s no path, i.e. no staging area.
staging areas have to be defined in strict ascending order.

For example if one defines staging areas 01, 02, 03, 05, 06 and 07,
only staging areas 01, 02 and 03 will be taken into account.

If not defined, staging_area_0l_prath defaults to the sStage
sub-folder of the Backup MWode. Typically C:iwHtape\BWY.STage.

Staging_area_01_Path
Taging_area_o0Z_Path

\W10. 250,242, 167 hackupp,
CINsTagesstage?

1
; staging_Area<_nnx_Mame

i Specifies a name for the staging area. This setting is optional.

; IT wou specify a staging area name, you can ask the Backup Mode to
; select that particular stagin? area, rather than leave the choice
; auTt

to the Backup MWode. The de is no name.

HOMZIFS
stage’

étaging_Area_Ol_Name
Staging_Area_0Z2_Mame

L)
i Staging_Area<_nn»_Max_5ize

; specifies the maximum size of the staging area, in MB. This setting
; s optional. If you do not specﬁfﬁ a maximum, the size of the

i staging area is Timited only by the amount of free disk space

; awailable. The default is no maximum size, 1.e. limited only by

; the amount of free disk space available.

L]
L)
L)

staging_area 01 _max_size = 400

Staging_Area_02_Max_size 500

3 Save the configuration file.

NOTE: The Backup Node for BridgeHead Healthcare Data Management requires appropriate permissions to

the DR Series system CIFS Share for the remaining steps to complete successfully. See Appendix A for setting

up the BridgeHead Healthcare Data Management Backup Node account correctly. This should be done before

proceeding to the next step.



For the Unix/Linux Environment

The procedure for setting up the Unix/Linux environment is very similar to the procedure for the Windows
environment. One difference is that the configuration file for the Backup Node is named, ht_media.def; and the

default location for the file is /etc/ht_media.def.

Make sure that you can mount/verify the NFS share from the UNIX/Linux backup node. Refer to Appendix B for

information on how to mount/verify the NFS share.

For other details, refer to the preceding section that describes the procedure for the Windows Environment.



Creating a new backup job with a DR

Series system as the target

1 In the BridgeHead HDM Management Console, click Control Node > Schedule Manager, and then
double-click the Schedule Manager to open it.

@_- Management Console - Control Node M= E3

@ ’:\ General I |LI|] Report Manager | @ Log Viewer | Robot Manager |

— "™ =¥ pefresh “
— ® Refres {\!”}

9 oelete . i K
| ©Open Diagnostics | Guides
-
General Ackions Guides
[E-¢iy Management Console Control Mode = Schedule Manager
E}:JEB Control Mode TS — 4 T |

--EI Object Manager
=

LY Queue Manager

ger
anager

=B Service Mode
Configuration
“{E8) Contral Litilicy
=X Backup Mode
Configuration
{ﬁ Service Manager
Fobok Manager

I Feport Manager
ﬁ Control Mode
ﬁ Media Manager
E}@ Log Viewer

L loealhost I'—_'l 1 Item




2 In the Create Schedule dialog box, select the option, Template schedules contain suitable defaults for

various job types, and then click OK.

~—B

1’) Schedule Tools Help (2]
U= =) Displa » | Import

5 | 2 -

— = 4= Compare % Export

— -
1 3 Create Schedule X I
|

Schedule Mame I el Monthl I 5
| E DavidLinuxEMN NES & schedule describes the dates on which jobs are to be run and

D L BN NFS_I media to be used {if any). Mew schedules can be based on
1 E AvidLinu —iner template schedules or existing schedules,
H=ES
i ooz
|| =] el Testing (C Template gchedules contain suitable defaults For
! Edwin teskting Incr sarious 1ob bypes. H

Edwm testing
|| ESLinus B s  Existing schedulss ars thoss alrsady defined in
W = wn_cr_om the schedule database. Fl F

WIN_CN_Rchvery E E
1 WINfCNiReco\-'ery'Z E E
1 WIN_CN_Recovery3 E E
! Dally operation

DavidBackup

QK Cancel I

<1 |

. Totalld4 Selected:0

3 In the Template Schedules dialog box, click None, and then click OK.

- T
!y Schedule Tools Help O
et % D i Display 3:]1mgort
@ /) =l Rename & Compare ¥ Export
Create Maodify
_tew |l Mooty N T N
Schedule Mame Select the most appropriate template Ekl I [Fl Honthl I i

[=|DavidLinuxBM MFS

DavidLinuxEr MFS_Incr {_j Archiving

oo {1 Backup

ooz ] other

Dell Testing 2] Morning Operation

E Ewening Operation
=

1 recovery

Edwin testing Incr
Edwin testing

Lir: BN NFS
WIN_CH_CM
\WIN_CH_Recovery
WIN_CH_Recoveryz
\WINM_CM_Recovery3
Daily operation
DavidBackup

(|||
(|||

Cancel |

< | i |

Totalkl5 Selected:0 SEE




4 In the Schedule Manager dialog box, enter information for the required fields, and, then under Media

Management, select Media Manager, and click New.

schedule Manager [ <] - O

-
R, T -
| pehedulg —Schedule Mame and Cormmment
‘f‘ j ey Marme: IDainfSchedule
=il N e
Create Modify Comrent: I
Recurrences

=] Schedule Mame | Monthly I Cy
i[m Recurrence Mame | Aubosave | Freguenc | Scope I Mew...
1| FElpawiduinu:er MFS_tner coren |
. oD
E Dbz ﬂ Modifs. .. |
Dell Testing ﬂ
Edwin tesking Incr I —— |

Edwin testing
Linus BR MFS N | Dielete |
WIN_CH_OM

WIN_CM_Recovery
WIN_CM_Recovery2 —Calendar Media Management

[Elwin_cn_Recoveryd [revember -1 [zo12 =] £ Mone

Daily operakion

=]
test 1 2

o 11 1z 13 14 15 16 Exclude Dates... |

17 13 13 20 21 22 23

24 25 26 27 28 29 30 Counters... |
< [ox ]  concal | 2l

" Totalil5 Selected:0

(i)

5 In the General dialog box, in the Media Management drop-down list, select Disk, and then click Advanced.

W
Schedule
- L %€ —
Marn
Eﬁ // Fecurrence name: I Daily
e =0 L
Create Maodify Zom
[ Scope
[P R=e = Full " Incremental
Rer I
[~ Frequency I
&+ Daily Run daily at the specified times.
Dell Testing _I
Edwin kesting Incr © weekly Run on the specified days of a week, N I
Edwin kesting
Linux BM MFS = " Monthly Run on the specified days of a month.
[=]win_ch_om —I
WIN_CH_Recovery © vearly Run on the specified days of the year. —
= wWIN_CH_Recoveryz | [ Calet I
WIN_CN_Recoveryd —Media Management
Daily operation
DavidBackup Media Management opkion: |D|5k - I
test

W Autosave enabled Advanced. ., I

I_I_‘

| < Bark I Mext = I Cancel I
Fl

Totall5 Selected:




6 Inthe Run Dates dialog box, specify the required schedule options, and then click Next.

." v schedyle Manage = O X
schedule . Run Dates E @
10 T % | ren —
Eﬁ /; Days of the week and start times when this recurrence will be scheduled
= =1 ko run, I
Create Modify Zanm

Run on these days:

= RecL Monday Edit days. .. |
[=| Schedule Name — Tuesday
I DavidLinEh MES | B Wednesday Remove Al |
DavidLinuxBn MFS_Incr
oD
oDz
DeII Testing
['=]|Edwin testing Incr

Edwin testing
Linux BN MFS Run at these times:

WIN_CH_oM 12:004M Edit stark times. .. |
WIM_CM_Recovery

—Cal |
WIN_CN_Reco\reryZ alel remave &l
WIM_CM_Recoverys
Daily operation

DavidBackup
test

1 Monthl | =

I EEDET

o ol o

L L

< Back Mesxt > | Cancel |
<1 II_, =] I _'I

[ Totall5 Selected:0

7 In the Media Properties dialog box, enter the following information, and then click Finish:
m  Stage Area Name - Enter the stage area name.

m  Application - Enter BACKUP.

...’ h schedyle Manage - X
Media P ki
0 L}
Eﬁ // ® BT Disk Properties
Create [} |.3;|f;' = Com Stage Area Mame: IHDMCIFS\
e e application: | BackUP x|
RecL

' Schedule Marne M Monthlg I i
E DavidLinuxBM NFS ES)

[=] pavidLinuxEN NFS_Incr
[=loo

[=lopz

DeII Testing

Edwin testing Incr
Edwin testing
[=]tinusx BH NFS

. oy oy g A

[Elwm_cn_om il Fl
WIN_CN_Recovery | ] E
WIN_CN_RecoveryZ Calel ] E
WIN_CN_RecoveryS ] El
Daily operation
DavidBackup
test
< Back IWI I Cancel

dl — | el | _'I

—_— .

" Totall5 Selected:0




8

9

In the Schedule Manager dialog box, click OK.

W

Schedule

Create Maodify

B (|

Schedule Manager

r—Schedule Mame and Comment

Mame: I Daily _Schedule
Comment: I
~Recurrences

Schedule Name
DavidLinuxEMN MFS

[0n]

ooz

Dell Testing

Edwin testing Incr

Edwin testing

Lir: B MFS

WO

WIN_CM_Recovery

WIN_CM_Recovery?
WINM_CM_Recoveryd

= Daily operation

DavidBackup

tesk

4]

DavidLinuxBM MFS_Inct

Recurrence Mame

Aukosave IFrequenc IScope

| Mew. ..

|

es

Clone...
Madify. ..

Renarne. ..

I

[ »] Delete

—Calendar

INovember = I

1z
= 4 ®5 g "7 |8 (s
10 11 "1z ®[13 "4 15 |18
17 18 "19 ®lzo ;1 |22 |z
24 |25 "|26 °|27 "|28 |29 |30

" Totakls Selected:0

Media Management

 None
% Media Manager

Ewxclude Dates. .. |
Counters. ., |

e

| | | |

C3 IMonthly | &

o

click the Object Manager to open it.

f—‘ Management Console - Control Node

@ ’5\ General | In_il] Report Manager | @ Log Wiewer I Robot Manager |

™ % Refresh e '}
K oelete Dt =
open Diagnostics | Guides
-
General Actions Guides

In the BridgeHead HDM Management Console, click Control Node > Object Manager, and then double-

[=] E3

E-diy Management Console
=Hizk Control Mode

: ﬁ Reporks
2] Service Mode
Configuration
-kl Conkrol Litility
] Backup Mode

Configuration

=3

Robok Manager
=3 Iﬂ Report Manager
Tl Contral Mode

B[] Log viewer
{8 localhost

Quele Manager
{:'| Schedule Manager
1"5% Service Manager
@ Update License

z._&% Service Manager

{3l Media Manager

Control Mode = Object Manager

Bm 1 Item




10 In the Create Object dialog box, select the option, Template objects contain default settings for particular

11

tasks such as platform or database backups, storage policy application or reporting, and then click Next.

S
Object View Database Toaols Help (7]
'i—“’\ | 5 ,E')' % Wizard Z)Single field | $€ Delete EE Clone HH select all
i S Auto = E Undelete E |:ﬁ| Recaovery ect none
Restore Create = 5
Utility oup of fields = Rename r_@ Select special
Object | Service Node | Backup MNode List

EDavid_Unix_to_Unix
E David_Unie_ko_Win
I pavid_win_to_win
EDBII_Test
FoUtauz
EEdwin_object
reCOvEry
Saving_nix_ko_Unix
test
WIN_CM_Recovery
WIN_CM_Recovery2
JWIN_CN_Recoveryd

FEFERLT

4]

" Ready

Create Object

ad
wE

Create a new object
from a template or an existing object

localhost
davidd-w2k3-04
localhost
localhaost
localhost

An object describes what to run and where and when to run it. Objects can
describe backups, reports, storage policy etc. Mew objects can be based an
template objects or existing objects,

i+ Template objects contain default settings For particular
tasks such as platform or database backups, storage policy

aEEIication or reportin&

" Existing objects are those already defined in the object
database.

localhost
localhost
localhost
localhost
localhost
localhost
localhost

< Back II Mext = II Cancel |

| Totalil2 Displayed:12 Selected:0

In the template list, click WIN and then click Next.

1") vaJect

_]]:l List Journ=! :

Create Object

Select Template

Select the most appropriate kemplate

Restore :  Save i
Utility -~ orrun [ List Saves:
Ohject

| David_Unix_ko_Unix
ESlpavid_Unix_to_win
F Dawid_win_ta_win
B Dell_Test

Cilkallz
Edwin_objeck
recovery
Saving_Unix_to_Linix
test

W IN_CMN_Recovery

W IR _CM_Recovery?

TREFLTCRERER

|

E,% Select special
T

View Database Tools Help @
ﬁ - [ > “r Restore . 0 [ Wizard S5 single field  $€ Delete o] HH select all
&% 0 || =8 s P = tinerasa | PR 95 Select none

| Backup Mode List

localbosk

davidd-wzks-04

=] Windows

= win_vss_Local

= WIN_Registry

- win_state

- win_state_wss_Local

= win_Mirror_1SE

B= win_Mirror_IDR

E WIN_Mirror_Cascade_ISE

= win_mirror_IoRsymsnap

= WiN_Mirror_RemoteIDR
B win_snapziDr,

- win_IDRzBackup

localhosk
localhosk
localbost
localbost
localbost
localbost
localbost
localbost
localhost
localhosk

=l

< Back _ Cancel I

Ready

Total:l2 Displayed:12 Selected:l




12 Enter the required credentials information for the service node, including the valid file path of the backup

data source, and then click Next.

Ohbject Wiew Database Tools Help (7]
[ Restore . | | Wizard 5 single field Delete 5y Clone HH select all
: ’ o= -]
' =

)

J}] List Journ=

Restore Save 5
Utility ~ or run [ List Saves:
Object

= llndalata

20 2SN AN Fialde

Mvvbncava v

Create Object

Service Node

. Darmvans

a3
L

55 Sselect none

E@ Select special
M  caler |

| Backup Mode List

localhost

L David_nizx_to_Unix
S pavid_unix_ta_twin
T pavid_win_to_win
B3 Dell_Test

DUtalz
Edwin_object
recovery
Sawing_Unix_ko_Unix
best

FLFETEFERCR

WIN_CM_Recovery

WIN_CM_Recovery2
WIN_CH_Recoveryl

A Service Node is a computer whose data is saved or restored by an
operation initiated a Control Mode, During a save, data is collected and sent
ko a Backup Mode,

=

Conmputer; I localhost

User: I adrminiskrakar

Password: I [TYTTYTY

Path defines data ko be saved or restored

I C:idataset|

Path:

davidd-w2zka-04
localhost
localhost
localhost
localhost
localhost
localhost
localhost
localhost
localhost
localhost

< Back I I Mext = I I

Cancel

4]

Ready

Total:l2 Displayed:12 Selected:l

13 Enter the required user information for the Backup Node, and then click Add/Edit password(s).

@ vaject

View

Database

Tools Help

@

ﬁ E] <L Restore

: "l List Journat
Restore - Save X
Utility -~ or run i List Saves:

Chject

S

3% Delete 5, Clo

= lindalata

55| single field

&] Wizard

S 25 AN fialde

=
=

Aarbreaua v

Create Object

e
&

Backup Node List

ne

| 8. Darnuan:

BH select al
o5 Select none

E@ Select special
M celer |

| Backup MNode List

L David_Unix_to_Unix
S David_Unix_ta_in
5 David_win_to_win
B3 Dell_Test

Dilkallz
Edwin_object
recovery
Saving_lnix_to_Unix
test
WIN_CM_Recovery
L WIN_CH_Recovervz
= WIN_CM_Recovery3

A

Backup Modes store data on disk or tape, If vou specify a comma separated
list of nodes, Save operations that Fail are automatically rerun on the next

Computer(s): IIocthost

User(s): I administrator

Password(s): I

Cancel

< Back Mext =

localhost
davidd-wzka-04
localhost
localhost
localhost
localhost
localhost
localhost
localhost
localhost
localhost
localhost

<

Ready

Total:l2 Displayed:12 Selected:1



14 Enter the password information for the Backup Node, and then click OK.

W)——
Object View Database Tools Help

':_w\ : “oRestore - ) | Wizard 52 Singlefield ~ §§ Delete
&

J]] List Journ=t C @ || B3 ansiatac fubacaua v T lindalata
Restore . Save Create Object

Utility ~ orrun [ List Saves:
—ee [:Eal Edit password(s) E

B 5, Clone 50 Select all
=8

B Darman:

5 Select none

E@ Select special
| Seledt |

Object ~Passwords — | ok I a | Backup node List
[ David_Unix_ta_Linix [eennass| {administrator on locahost) localhost

B David_Urix_to_win End | davidd-weka-04

EDavid_Win_to_Win Esc I localhost
EDBII_Test nc lacalhost
EDUt0U2 I Iocalhost
EEdwin_object o l— 3 localhost
ﬁrecovery localhost

Saving_Unix_to_LInix e B localhost
ﬁtest I - localhost
DWIN_CN_Recovery Pz l— localhost
BWIN_CN_Recoverﬂ localhost
BWIN_CN_Recoverﬁ l— ﬂ localhost

li

Back [ TExE [ Cancel

15 Click Next. (See Appendix A for information about the user and password information.)

D
Object View Database Tools Help

ﬁ | :] <rRestore - | [Hg Wizard T single field  §§ Delete EE 5, Clone B select all

_]]] List Jaurn=! S | B3 an siatae Mirbaravua v T 1l Aalata | . Darmwans 59 Select none

Restore ©  Save Create Object X
Utility ~ or run List Saves: . B & Select special

Backup Mode List E .
Ohject E I Backup Mode List
E David_Unise_ta_Unix localhost
=Dav?d_Un.|x_to_\n\!'|n Backup Modes store data on disk or tape. IF vou specify a comma separated davidd-wzki-04
£ Dawid_Win_to_Win list of nodes, Save operations that Fail are automatically rerun on the next localhost
EDE”_TESI: node. The lisk can repeat the same node For simple automatic retry. localhosk
S ourouz localhost
E Eedwin_cbject Computer(s): | [af==]leEy j locathost
Erecoverv localhosk
E Saving_Unix_to_Unix User(s): I adrministrator localhosk
EStest localhost
B wI_ch_Recavery Password(s): | otk localhiost
B wWIN_CH_Recoveryz localhost
m WIN_CM_Recoveryd Add{Edit passwordis) localhosk
< Back I Mext = !I Cancel |




16 For mail configuration, accept the default, and then click Next.

Wiew Database Tools Help

&)

T‘ - > <L Restore - 5 | B wizard TE single field  $ Delete
i : i Al D | B A siatae Mibmcawa 5 lndalata
: "l List Journ

Restore . Save ) Create Object
Utility ~ orrun [ List Saves

mﬂ =, Clone HH select all

[$. Darnvan: | 00 Salect none

£é7 Select special
n

Ohject

e

L David _Uiniz_bo_Unix
B pavid_Unise_to_win
=] David_win_ta_twin
B Dell_Test

Dlleallz
Edwin_object
rECOVEryY
Sawing_Unix_bo_Lnix
test
WIN_CN_Recovery
WIN_CM_Recowvery2
WIM_CH_Recovery3

LTETETERTER

|

Mail m
- M

| Backup Mode List

localhost

If the job does nok complete successfully, the log can be mailed to one or
mote recipients,

The next page offers a list of recipients used in other objects, A semicolon
separated list of additional recipients can also be entered. If no recipients are
selected or entered, no mail is sent.

Mail log

& ihen job ends in errol

= when job ends in error or warning

davidd-w2ks-04
localhost
localhost
localhost
localhost
localhost
localhost
localhost
localhost
localhost
localhost

SEe =

Ready

17 Select Mail Recipients, and then click Next.

!‘?) vaject View

Database Tools Help

Totalil2 Displayed:12 Selected:1

'\2\ - > s Restore - 0 & wizard 5 Singlefield  §§ Delete
i _]]JListJourn=' LD || BS A fiatae Marbrcawa v o limdalata

Restore - Save Create Dbject

Utility -~ orrun [ List Saves:

B8 select all

m % Clone
quﬂ [, Darnvan:

o5 Select none

E,% Select special

Object

| David_Unizx_to_nix
E5iDavid_Unie_to_win
=l David_twin_ta_win
B Dell_Test
Dltollz
Edwin_obiject
recovery
Saving_Unix_ko_Unix
test
_____ WIN_CM_Recovery
SWIN_CN_Recovery
WIN_CH_Recoveryd

PEFETEFERCR

4|

Select Mail Recipients

o
- M

| Backup Mode List

localhost

Recipients |
O david.dena@software. dell. com
edwin,zhao@software. dell, com

—additional recipients {semicolon separated)

davidd-wzka-04
localhost
localhost
localhost
localhost
localhost
localhost
localhost
localhost
localhost
localhost

e e

Ready

Totall2 Displayed:12 Selected:l



18 Select the Schedule, and then click Next.

e
N4 Object | View

Database

Tools Help

Tal =

EH select all

5 B wizard 5.5 single field

S 25 AN Fialde

%Delete m %Clor‘le
= =

Aubncawa v = lindalata . Darnwan:

o5 select none

Restore = Save Create Object
utility ~ orrun [ List Saves e ] E@ Select special
Scheduling E "
Select a suitable schedule .
Cbiject E I Backup Mode List
| David_Unix_to_nizx localhost
E5iDavid_Unix_ta_win davidd-wzka-04
= - = Schedule: Scheduls M.
EDavid_Win_to_Win b el [EE=T I localhost
(=] Calendar
EDBH—TBSt - Refresh schedules list I Iocalhost
[ Dlkoliz |N0vember i I | 2013 E localhost
i otiec [sun MON TUE wED THU FRI seT| oo
=
| recovery localhosk
E= oo ] ] 1 2
L Saving_Unix_to_Unix 5 5 5 localhost
Etest 3 4 5 B 7 8 3 localhosk
— o o o
_____ WIN_CN_Recovery m 12 713 14 15 16 localhosk
:_-_WIN_CN_Recovery2 17 118 "[1g "lza ®l21 22 |23 localhost
(=
_____ WIN_CN_Recoveryd 24 |25 "2 %27 23 29 |@ localhosk

< Back | Mext = II Cancel
4] | i
Readv Totall2 Displaved:12 Selected:l -
19 For start times, accept the defaults, and click Next.

-

.' Object View Database Tools Help @

'\2\ 5 ,—> s Restore - [ & Wizard S single field  $E Delete mﬂ =, Clone HH select all

i _])] List Journal : & | B9 an fialdc Avbncava T T linAalata . Daro

Restore . Save :
Utility ~ orrun [ List 5aves:

Object

L David_Unix_to_Unix
E5iDavid_Unix_to_win
= David_win_to_in
Dell_Test

Dltolz
Edwin_object

recovery

Saving_Unix_ko_nix

test

_____ WIN_CM_Recovery
WIN_CM_Recovervz

WIN_CM_Recoveryd

PETEFEPEFERER

l

Create Object

o5 Select none
L ¢7 Select special

Scheduling m .
E I Eackup Mode Lisk
localhost
Tick the box below bo override the start times in the schedule, Incremental davidd-w2id-04
runs are not normally used For non-backup objects, localhost
localhost
localhost
I Owerride schedule start times localhost
localhost
localhost
Full: 9:00 PR = localhost
localhost
Incremental: E?:DD PM 3: localhost
localhost

Ready

Totalil2 Displayed:12 Selected:1



20 For queue names, accept the defaults, and click Next.

!‘f) : Object

Wiew

Database

Tools Help

Restore . Save
Utility ~ arrun [ List Saves:

Cbject

(Tl () =050

Create Object

T2 single field EE select all

,ﬁ' &4 Wizard

GG 25 AN Fialde

3¢ Delete m Ei;d Clone
5 limdalata A E

oo
=0 Select none

£ select special

fdncava v

Queue Names

!

| Eackup Mode List

L WIN_CH_Recovery3

L] David _Uniz_to_Uinix localhost
ED&V!d_UI‘.IIX_tD_\J\f'In Once scheduled, jobs are held in gueues. Jobs run as soon as their skart kirne darvidd-w2is-04
L] David_Win_to_WWin arrives and sufficient resources are available, Different queues can be used localhost
EDE"_TESt to group jobs For common resources and For easy monitoring. localhost
Foutauz localhost
E Edwin_ohject localhiost
Erecovery il localhost
[ Saving_Unix_to_nix localhost
= 9 — = Incremental: I <HT Q= LI
L |kest localhiost
:WIN_CN_Recnvery Restore: I <HTQ= ;I lncalhose
-T WIN_CN_Recowvery? localhost
localhost

< Back

Mext = I

Cancel I

<

Ready

Totalil2 Displayed:12 Selected:l

21 Enter the name of the object to create, and then click Finish.

5

!?) Object View

Database

Tools Help

'i—-ﬂ : [ > QRestore

Restore ©  Sawve )
Utility ~ orrun [ List Saves:

Object

J]] List Journ=! :

HE select all

SE Delete

= llnAalata

S5 B wizard T2 single field
|| B9 A Fialdc
ate Object

E % Clone
=l

. Darnvans | 00 Select none

E@ Select special

Aabrcawa v

Object Name{s)

P
- B

| Eackup Mode List

[ David_Unix_to_Lnix lacalhost
EDaV!d—wa—tD—wln Each object must be given a unique name within the object database. darvidd-w2ka-04
EDawd_Wln_to_Wln Consider 03 naming conventions and restrictions. Mames associated with a lacalhost
[ Dell_Test node name and path are recommended, Press Create bo create withouk localhost
E Dlkallz finishing. localhost
E Edwin_object localhost
B localhost
Lo rEtavery Mame of object to create ocalhos
Saving_Unix_to_nix localhost
— I Bhckup_sample ﬂl
[ |test localhost
-T WTN_CR_Recovery localhost
| WIN_CH_Recovery2 lacalhost
localhost

< Back

Cance'

41

Ready

Total:12 Displayed:12 Selected:1



22 In the Object column, right-click the object and then click Save or Run to run the backup.

3_’) ¥ Control Mode Object Manager £ X
Object Wiew Database Tools Help @
T\ E ,—> ] <rRestore . 07} [E] Wizard 55 single field  $€ Delete EE =, Clone HH select all
i J]]List]ournal (9 %Allfields Autosave ~ E Undelete E L-ﬁi Recovery 55 Select none
Restore :  Save " H Create =
Utility - orrun EijJList Saveset - E i==| Group of fields @ Rename E,%5&3Iect special
| Service MNode | Backup Mode List

localhosk localhosk
Fpa.  View History. .. 10.250,241.193 localhost
= 10,250, 242,94 davidd-wzka-04
E Ty T m— davidd-wzka-04 localhost
EDB| List Journal. .. localhost localhost
ESI0U ot Saveset. . 10.250.242.94 localhast
EE\:I\- davidd-wzk3-04 localhost
Frec  Restore Utility localhost localhost
ESa\ Madify . 10,250.241.193 localhost
Etes o 10,250.241.193 localhost
m Wil Display. .. davidd-wzka-04 localhost
DWI = creoy localhaost localhaost
mWIN_CN_RecoveryS localhost localhost

|

Readw

®)
Obhject Wiew Database Touols Help

Total:13 Disolaved:13 Selected:1

23 In the Save or Run Operation dialog box, click Start On-Line to start the backup.

= 00X

'Q Restore

J]] List Journal -

Ta =)

Restore ©  Save : k
Utility ~ or run |‘_:,|1 List Saveset *
Chject

Backup_sample
David_Unix_to_Unix
David_Unix_to_win
David_Win_to_Win
Dell_Test

Dltallz
Edwin_object
FECOVENY
ESaving_Unix_to_Unix
Etest
mWIN_CN_Recovery
mWIN_CN_Recovery2
mWIN_CN_Recovery'S

CTETERERETERR

| e

i Save or Run Operation

B85 select all

oo
oo Select none

Chiject(s) Er— v
ark On-Line o .
Cbject Mame | Operation | Type | L "—z EEE! SEEET
Subrnit:
| Backup Mode List
PUISERS | localhost
localhost
Pattern...
—I davidd-wzka-04
Close | localhost
localhost
localhost
localhost
localhost
localhost
_ . _ localhost
Cperation Recurrence
- ~ localhost
£at] -

v I Draily LI localbost
[Monthly: o localbost
Weekly i«

- r—Skark Time for Subrmit
Dail g
b [rzerzos =] Tedasy |
Incremental o
: = I
By Recurrence [ 10:23 PM JE= | o

4




24 Ensure the backup is successful. The Object Manager Operation Log window displays the progress of the
backup session. Operation status shows details of the backup job.

= |
!’) Object WP Object Manager Operation Log [ x|

E - Service Nod
E‘ : QRestore ervice Hode EH select all
L& 3 ’ I HT Service Mode Yersion Windows64 4,2-20 Build 422001
: il List Joun — 55 Select none
Restore :  Save i 2 f Details...
Uiy orrun (= Ust save Operating System: | windowsed e.1,7601 5P1 | 3B seiect spec
Node Name: | paviDD-wzka-04
Cbject | Backup Mode Lisk
 Setvice Node Input Parameters Abork D
Backup_sample localhost
F=Ipavid_Unix_to_Linix Object Name: | Backup_sample lacalhost
David_Unix_to_‘Win davidd-wzka-04
BE= T Operation Type: Size (KE): a
EDavid_Win_tD_Win e 6 I &e) I localhost
EDEII_Test Object Path: I Ciidataset localhost
Fiputaz s I localhost
E= Edwin_obiject e Pattemn: localhast
Erecuvery Eackup Mode: I localhost 4232 localhost
Saving_Unix_ta_Unix localhost
(== Dataset Mame: I {Backup_sample,DO01{_DISK_:HDMCIFS
L test lncalhost
[ =
i____WIN_CN_Recovery e localhost
_____ WIN_CN_Recovery2 lncalhost
B wIN_CN_Recavery3 J ISUCCESS localhost
SM Processed 510 bytes, 2 items (22:26:23) ;I
SM Processed a total of 510 bytes, 2 items
SM iopcompl, Operation campleted on Thu Mov 28 22:26:23 2013,
CN csnmexex, Contral Node closed connection.
N cposproc, Postprocessing started. )
N roc, Command CHMYCMDonerroremail bat ==

< ¥ Auto-refresh every: I 5 I seconds _>|

| Ready Totalil3 Displayed:13 Selected:1




4

Setting up DR native replication and

restore from a replication target

Building the replication relationship

between DR series systems

1 On the source DR Series system, click Replication on the left navigation menu, and then click All

Replications.

DR6300
OueSt dr6300-45.ocarina.local

GlobalView

Dashboard

Containers

»

. I

»

Replications

System Configuration

Support

»

Search Group

All Replications

bridgehead
DefaultGroup
sg1

sg2

2 On the Action menu, select Add Replication.

DR6300
Quest dr6300-45.testad.ocarina jocal

administrator o E

System Configuration

Support

09/26/2017 04:55:01
US/Pacific-New

estad.ocarina local
GlobalView » A" Repllcatlons | 2 Add Replication |
Dashboard » & Log Out
Source - Status & Replica $ Statu c y
Containers
i
Replications 0 tem(s) found.




3 Select the required replication type and click Next.

4

5

DR6300
Ouest dr6300-45.testad.ocarina.local

administrator

o

Source * Status * Replica & Status %
US/Pacific-New

0 ltem(s) found.

testad.ocarina.local

GlobalView * All Replications

Dashboard »

Containers .+ Add Replication

Replications »

Choose replication type: @ Replicaonly O Replica & Cascade
System Configuration >
09/26/2017 04:57:01

Cascaded Replica %

In the Add Replication dialog box, select a container from the Local System drop down menu, and select

the 'BHDM1' container.

OUeSt DR6300

dr8300-45 ocarina local

administrator

Globalview *  All Replications
Dashbeoard »
Containers , |+ Add Replication
Replications »
o Source Container
System Configuration 3
Support > Select container location: @ Local O Remote

Select local container:
102772017 00:14:17
Us/Pacific-New

Configure the Replica Container as follows:

OUE‘ST, DR6E300

drB300-45.0carina.local

administrator

GlobalView *  bridgehead/Replications

Dashboard 3

Containers ) + Add Replication

Replications »
Replica Container

System Configuration >

Support > Select container location ® Remote
Usermname: © | administrator

10/27/2017 02:28:14
US/Pacific-New Password

Remote system @ | dr4300-06 ocarina local

Retrieve Remote Container(s)

Select remote container: bhdm2 -

Select the option, Select container from Remote system.

Enter the target DR Series system login credentials.

Click Retrieve Remote Containers, and then select the ‘BHDMZ2’ container from the list.

Click Next and then Finish.




DR6300
OUeSt dr§300-45.0carina.local administrator

GlobalView * bridgehead/Replications
Dashboard 3
Containers , |+ Add Replication
Replications »

) Summary
System Configuration »
Support 3 Source Container

Location: local

1002742017 02:30:52
US/Pacific-New Name: BHDM1

Source Container = Replica Container

Encryption: Not Enabled

Replica Container

Location: remote
Remote System: dr4300-06.0carina.local
name: bhdm2

X Cancel

14 Verify that the replication is created successfully, and that the Status column shows a check box for the
replication session.

Quest DR&300

dr6300-45.0carina.local administrator

GlobalView »
Dashboard »  bridgehead/Replications
Containers * € Local container(s) in bold.
Replications N Source * Status & Replica & Status & Cascaded Replica %
! + dr630045 drd300-06
System Configuration » BHOM1 | bhamz
Support »
1 Item(s) foun
10/27/2017 02:33:30

Us/Pacific-New

Setting up the DR Series System on BridgeHead® Healthcare Data Management 30

Setting up DR native replication and restore from a replication target




Backing up to the source DR Series

system (o

ptional)

This is for when no backed up data exists on the source container.

1 Add both the source DR Series system and target DR Series system as the Stage Area in BridgeHead

HDM, and then create a new backup job with the source DR Series system as the target.

5?) vaject

Wiew

Database Tools Help

o =

'Q Restore

_]]] List Journal :

— ) — o

flsave or Run DOperation

HE select all

—Object(s)

4]

ry 55 Select none

E@ Select special
I

Restore©  Save i l Start On-Line
Utility or run [ LSt savese Object Mame | Operation | Type |
Objeck

Backup_sample SIS |
EDavid_Unix_to_Unix Pattern
E = David_Unis_to_win 4| -
E T David_win_ta_Win Close |
(==
L Dell_Test
T outaliz
EEdwin_object
==
L |recovery
ESaving_Unix_to_Unix
Etest
= 8 [ Operation Recurrence
L kest_linux _— -
E=wiIN_cN_Recovery =l [Daily =]
B=wiIn_Cl_Recaveryz Marthly: o
:WIN_CN_RecoveryS ekl '
F=vin Saving - —Stark Time For Subniik
o - Dail *

v |11r24;2013 vI Today |
Incremental (i
: = I
By Recurrence o 12:12 AM =l o

| Eackup Mode Lisk

localhost
localhost
davidd-waks-04
localhost
localhost
localhost
localhost
localhost
localhost
localhost
localhost
localhost
localhost
localhost
localhost

Ready

| Totall5 Displayed:15 Selected:l

2 Ensure the backup is successful and close the Object Manager Operation Log dialog box.

D=
Object View

——| L Restore
ﬁf B "l List Joun

Restore = Save )
Utility ~ or run [ List Save
—_—m

Object Manager Operation Log ﬁ

[~ Service Mode
I HT Service Mode Yersion Windowsé4 4.2-20 Build 422001

Details. ..

Dperating System: IWind0w564 6.1.7601 SPL

Mode Marne: I DAVIDD-WZKE-04

HH select all
53 Select none

542 Select special

Obiject
BB ackup_sample

EDavid_Llnix_tn_Unix
F=lavid_Unix_ta_win
EDavidJﬁu‘\nJo)\din
L Dell_Test

[ lpukauz
Edwin_object

FILTLH

recovery
Saving_Unix_ko_Linix

test_linux

WIN_ CH_Recovery
WWIN_CHN_Recovery2
WIN_CN_Recoveryd
F5win_saving

Absort

Backup Node List

[ Service Mode Input Parameters

object Mame: I Backup_sample

Operation Type: I— Size: (KB): IU—
Object Path: I Ciidataset

File: Pattern: |

Backup Node: [Incalhost 4232

Dataset Mame: I {Backup_sample.DO01{_DISK_:hdmcifs(E

’—omratim Status ‘

J [Gurcess

=

CM cshmexesx, Contral Mode closed connection,

CM cposproc, Postprocessing started.

M cposproc, Command File: <:Heaped CHyWCMD cn_erroremail, bat
M cposproc, Postprocessing script returned Ok,

iopstart, Operation started on Sun Mov 24 00:39:28 2013,

Auto-refresh every: | 2 3:

seconds

localhost
localhast
davidd-wzks-04
localhost
localhost
localhost
localhost
localhost
localhast
localhosk
localhost
localhost
localhost
localhost
localhost

Ready

Totalil5 Disp

layed:15 Selected:1



Click Configuration of Backup Node, and then double-click the configuration file to open it.

#[HPT_BN - Notepad

File Edit Format ‘iew Help

user. If no name is specified, the staging area can only be used for
automatic staging area selection. IT no maximum size is specified,
the stagin? area size 1s 1imited only by the amount of free disk
space available.

staging_area<_nnz_Path

specifies the full Eath of the staging area. For example
C:hwStagehstagels. The default is no path, f.e. no staging area.
staging areas have to be defined in strict ascending order.

For example if one defines staging areas 01, 02, 03, 05, 06 and 07F,
onTy staging areas 01, 02 and 03 will be taken into account.

If not defined, staging_area_0l_rath defaults to the stage
sub-folder of the Backup nWode. Typically Ci:wHtapeLwBMhwStage.

%taging_ﬂrea_@l_Path
staging_Area_0Z_pPath

S0, 2500242167 backupy,
Cihwsragenstages

Staging_Area{_nn>_Namek

Specifies a name for the staging area. This setting is optional.
If you sEecify a staging area name, you can ask the Backup Node to
select that particular staging area, rather than leave the choice
y To the Backup Mode. The default s no name.

%taging_Area_Ol_Name = HDMCIFS
staging_Area_02_mMame = Stage?

Modify the Stage Path to point to the target DR Series system container path, and then save the changes.

#HPT_EN - Notepad

Flle Edit Format Yiew Help

i user. If no name is specified, the staging area can only be used for
i automatic staging area selection. If no maximum size is specified,

; the stag1n? area size is Timited only by the amount of free disk
; a
;
'

space available.

i staging_area<_nnz>_Path

i Specifies the full path of the staging area. For example

;o CrhwStagehstagelh,. Tﬁe default s no path, i.e. no staging area.

i Staging areas have to be defined in strict ascending order.

i For example if one defines staging areas 01, 02, 03, 05, 06 and 07,
;oonTy staging areas 01, 02 and 03 will he taken into account.

i IT not defined, staging_srea_0l_rath defaults to the stage

i sub-folder of the Backup MWode. Typically C:i\Htape“\BN“\Stage.

5

tagjng_Area_Ol_Path WA10. 2500233, 67 backupy,

;

; Staging_Area<_nn>_name

i specifies a name for the staging area. This setting s optional.

3 I you sEeciFy a staging area name, you can ask the Backup Node to
i select that particular staging area, rather than leave the choice
i to the Backup Mode. The de%au?t is no name.|

;

Staging_area_01_Mame = HODMCIFS

staging_aArea_02_Name = Stage?




5 Go to Backup Node > Service Manager, and then restart the Backup Node Service.

& *Management Console - Backup Node

i Refresh .

E M oelete (-\-{;3

Open Diagnostics | Guides
-
Genetal Ackions Guides

@ é'\ General ||:|_H|] Report Manager @ Lag Viewer

IS[=1 3

Eliy Management Console
E-4i58 Contral Node
M Cbject Manager
@ Queus Manager
| Schedule IManager
{% Service Manager
l? Update License
[ffi Reparts
& Service Node
Configuration
{2 control Uiy
Backup Mode

B

Configuration

Robot Manager
[}-Iu_il] Report Manager
[}--@ Long Wigwer

Backup Mode = Service Manager

Mame # Path
4 Backup Mode - Service Manager [_ O}
Service |Ab0ut I
Service Statu
. HT Internet Daemon is running
HT Backup Broker is running
Irstall Services I Femove Services |
r Sikart | | Stop I I Fause Cantinue |
"Action.fStatu
Cloze Help |

Restoring from the replication target

1 In the BridgeHead HDM Management Console, open the Object Manager, and in the list of objects, right-
click the object, and click Restore.

Control Mode Object Manager

[~ i
Ohject WView Database Tools Help
T\ : T irRestore . i [ Wizard g single field | §E Delete P gy = Clone HH select an
i _]]] List Journal @ %AII fields Autosave - E Undelete EE [ﬁl Recovery o0 Select none
Restore - Save H Create
Utility -~ or run @ List Saveset * E % Group of fields I Rename Cé7 Select special
nction | Modifly = W organise | 0 Mew [l  seledt |
| Service Mode | Backup Mode List
localhost localbost
Fmawi  View History... 10.250,241.193 localhiost
Fpavi save or Run... 10.250.242.94 davidd-wzks-04
EjDa | Restore... davidd-wzks-04 localhost
EjDEII_ List Journal, .. localhost localhost
E_'jDth( List Saveset... 10.250,242.94 localhost
E:] Edws davidd-wzka-04 localhost
E:] reco Restore Litility localhost localbost
Savi Madify > 10.250,241,193 localhost
E:]test Delete. .. 10.250.241.193 localbost
Ejtest Display... 10.250,241.,193 localhost
m W TN davidd-wZkE-04 localhosk
m WIN_CM_Recovery? localhost localhosk
m WIN_CM_Recoveryd localhost localhost
E:'] Win_Saving davidd-wzkg-04 localhosk

Ready

Totalils Displayed:l5 Selected:l




2 Select the Saveset, and then click Start On-Line.

!?) vaject

View

D
Restore Dperation

ﬁ | > <7 Restore —Object HE select all
& "yl List Journal IBackup_sampIe j ry 55 Select none
Restore ©  Save X » = X
Utility ~ orrun [ List Saveset —Generation(s) Subnit I n% Select special
=
Details. .. |
Object | Eackup Mode Lisk

Backup_sample
David_Unix_to_nix
David_Unix_to_\Win
David_Win_to_wWin
Dell_Test

Foutouz

E Edwin_object
recovery
Saving_Unix_to_Unix
test

PEPETERER

PEFETERLR

test_linux

WIN_CH_Recovery

WIN_CH_Recovery?
WINM_CN_Recoverys
E Win_Saving

4|

Pattern...

il

Close

[~ Skart Time For Submit

|11,I'24,I'2013 Vl Today
1:04 aM ;I Mow
~ Restore Properties
S Service Mode <localhosk =
X Backup MNode =localhost=

7] Target Directary < hdataset >

Properkies. .. |

localhost
localhost
davidd-wzka-04
localhost
localhost
localhost
localhost
localhost
localhost
localhost
localhost
localhost
localhost
localhost
localhost

|

Ready

| Total:l5 Displayed:15 Selected:1

3 Verify that the restore job completes successfully.

~~
!9 Object T Object Manager Operation Log E

Tal () =t

Service Nods
I HT Service Mode Yersion Windowse4 4,2-20 Build 422001

Close I

mBackup_sample
EDavid_Unix_to_Unix
I David_Uni_ta_win
[l David_win_ta_win
EDEII_Test

Soutalz
EEdwin_object
recovery
Saving_Unix_ko_nix
test

Restore  Save : Operating System: Windowse 6.1,7601 5P1 DztiEtlsoo, |
Utility - orrun (=5 List Save | -Peratngsy |
Made Name: | DAVIDD-w2KE-04
Objeck |
! —Service Mode Input Parameters Gbart:

I Backup_sample

I R Size (KE): I

I Ciidataset

Object Mame:

Operation Type:

Target Directory:

File Pattern: I

Backup Node: I localhost 4232

Datasek Mame: I (Backup_sample.D001{_DISK_:hdmcifs(E

PEFETETLY

best_linux
WIN_CN_Recovery

[ Operation Status

_____ WIN_CH_Recovery? J I Success

EWin_Saving

Sk waitstrm, Waiting For data skreams to finish ;I
SN Processed a total of 510 bytes, 2 items

3K ioprompl, Operation completed on Sun Moy 24 01:09:04 2013,

CM csmmexesx, Control Mods closed conneckion.

CM cposprac, Postprocessing started.

CM_cposproc, Command file

4 | V¥ auto-refresh every: |5 :I

C:iHEapel CHMYCMDYen_erraremail.bat
eturned O

seconds

®

EH Select all
55 Select none
E@ Select special

Backup Mode List

localhost
localhost
davidd-wzka-04
localhost
localhost
localhost
localhost
localhost
localhost
localhost
localhost
localhost
localhost
localhost
localhost

Ready

Totall5 Displayed:15 Selected:1




Setting up the DR Series system

cleaner

The cleaner will run during idle time. If your workflow does not have a sufficient amount of idle time on a daily

basis, then you should consider scheduling the cleaner which will force it to run during that scheduled time.

If necessary, you can do the following procedure as described in the screenshot to force the cleaner to run.

Once all the backup jobs are setup the DR Series Deduplication Appliance cleaner can be scheduled. The DR

Series Deduplication Appliance cleaner should run at least 40 hours per week when backups are not taking

place, generally after a backup job has completed.

Performing scheduled disk space reclamation operations are recommended as a method for recovering disk

space from system containers in which files were deleted as a result of deduplication.

DR6300
O UeSt dr6300-45.testad.ocarina.local

GlobalView
Dashboard
Containers

Replications

System Configuration

Support

09/26/2017 20:21:25
US/Pacific-New

»

Active Directory
Client Connections
Date And Time
Enclosures
Licenses
Networking

Il Schedules

SSL Certificate

Storage Groups

Users




DR6300 administrator
OUeSt dr6300-45.testad.ocarina.local testad.ocarina.local - 4
GlobalView » Schedules I Add Cleaner Event I
Dashboard » Add Replication Event
e Cleaner status: Pending g Cleaner Schedule Al ~ M Source Replication Schedule Al ~ M Target Replication Schedule  All Add Multiple Replications
ontainers »
P W o Wed Th - Add Multiple Cleaners
un lon e e u
Replications » 2:00 Run Cleaner Now
System Configuration »
4:00 @ Log Out
Support »
5:00
09/26/2017 20:22:37
US/Pacific-New 6:00
7:00
8:00
9:00
10:00
11:00
12:00
12.00

You can create a cleaner schedule as shown below.

Support

DR6300 administrator H
Quest 0048 estadocarnasocs il LRE
Global\iew * Schedules |
Dashboard »
o Cleaner status: Pending g Cloaner Schedule Al + M Source Replication Schedule Al ~ M Target Replication Schedule Al ~
ontainers »
Replications » B New

System Configuration »

09/26/2017 20:24:20
US/Pacific-New

© Only one cleaner event is allowed per day.

Set event from s!aﬂdayl Monday vat 14 v: 00 'I(oandday[ Thursday viat 14 v : 30 'I

Sun Mon Tue Wed Thu Fri Sat
3:00 A

4:00
5:00
6:00
7:00

8:00
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Setting up the DR Series system cleaner




6

Monitoring deduplication, compression

and performance

After backup jobs have completed, the DR Series system tracks capacity, storage savings and throughput on the

DR Series system dashboard. This information is valuable in understanding the benefits the DR Series system.

NOTE: Deduplication ratios increase over time; it is not uncommon to see a 2-4x reduction (25-50% total

i savings) on the initial backup. As additional full backup jobs complete, the ratios will increase. Backup jobs with

a 12-week retention will average a 15x ratio in most cases.

.25 19.40

Tue 26 Septomber

1030 1035

19.45

19.50

1955 2000 2005 2040 20115

2020 2

Tuo 26 September

DR6300 administrator H
Quest 0045 estad ocarnaioca \eatad.ocrina local Mo :
GlobalView » Dash board
l Dashboard b
Capacity Storage Savings & zoom
Containers
Replications R T Total (166 TB) 100 — Total Savings (0%)
== Used (0.02 TB)
System Configuration » = Encrypted (0.02 TB)
@ 10
Support 3 = 50
09/26/2017 20:26:35
Us/Pacific-New
825 1930 1935 1940 1945 1050 1955 2000 2005 20110 2015 2020 2 925 1930 1935 1940 1945 1650 1955 2000 2005 2010 20015 2020 2
Tue 26 September Tus 26 September
Throughput System Usage
= Read (0 MiB/s) 100 = CPU(1.05%)
—  Write (0 MiB/s) —  Memory (42 27%)
8 s
= 50
825 19 llr 1935 1640 1945 1050 1055 2000 Jlm 2010 2015 2020 2

Cind, o




Appendices

A - Creating a storage device for CIFS

There are two scenarios for BridgeHead HDM to authenticate to a DR Series system through CIFS.
e DRiis joined into an Active Directory Domain: Integrate BridgeHead HDM and DR Series system with
Active Directory
m  Ensure the Active Directory user has appropriate ACLs to the DR Series system container share.

m  When creating an object, set the Backup Node of BridgeHead HDM to run with this AD user

<Domain\User>.

e DRis standalone CIFS server: Make sure this CIFS user has appropriate access permission to the DR
Series system container share. The BridgeHead HDM Backup Node will use this user to authenticate to

the DR Series system share in Workgroup mode.

m To set the password for the local CIFS administrator on the DR Series system, log on to the DR
Series system using SSH.

a. Log on with username: Administrator and password: StOr@ge!

b. Run the following command:

authenticate --set --user administrator

e ——-get --user administrator

Enter new ps C or C adminis or:

Re-enter new rord £ S user administrator:

NOTE: The CIFS administrator account is a separate account from the administrator account used to
i administer the appliance. After an authentication method is chosen, set the BridgeHead Healthcare Data

Management service account to use the CIFS administrator account.



B - Creating a storage device for NFS

For NFS backup using the BridgeHead Healthcare Data Management platform, a target folder needs to be
created as an NFS share directory. This is the location to which backup objects will be written. (This is not

required when adding a CIFS share.)

1 Mount the DR Series system NFS share on the NFS share directory to which backup objects will be

written in the BridgeHead Healthcare Data Management environment.

2 Verify the NFS share. (For example, you can use the Linux command “cat /proc/mounts”. The rsize and

wsize of the connects in the command output should be 512K.)



