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Executive Summary

This white paper provides information about how to set up the DR Series system as a backup target for NetVault:
Backup. This document is a quick reference guide and does not include all DR Series system deployment best

practices.

For additional information, see the DR Series system documentation and other data management application

best practices whitepapers for your specific DR Series system at:

http://support.quest.com/DR-Series

i NOTE: The DR Series system and NetVault: Backup screenshots used in this document might vary
slightly, depending on the DR Series system firmware version and NetVault: Backup version you are
using.


http://support.quest.com/DR-Series

Installing and configuring the DR

Series system

Rack and cable the DR Series system, and power it on. In the Quest DR Series System Administrator
Guide, see the following sections for information about using the iDRAC connection and initializing the

appliance.
m  “iDRAC Connection”,
m  “Logging in and Initializing the DR Series system”
m  “Accessing IDRACG6/Idrac7 Using RACADM”
Log on to iDRAC using the default credentials (username: root and password: calvin) and either:
m the default address 192.168.0.120

m or the IP address that is assigned to the iDRAC interface

Launch the virtual console.

Server Health Virtuad Congole Preview




4 After the virtual console opens, log on to the system (with the username: administrator and password:

StOr@ge! where the “0” in the password is the numeral zero).

DR63BA rele

4.8.3828 .8

6388-45 login: administra
Password: _ -

5 Set the user-defined networking preferences.

Jould you

ould you

Please

like

like to

enter

to use DHCFP (yes- mno)

IP address:

an

a submnet mask:

addres

wlt gateway

3 Suffix (example: abc.comd:

primary DNS server IP address:

define a secondary DNS server (yes-no)d

ndary DNS server IP address:

6 View the summary of preferences and confirm that it is correct.

Are

Set Static IP Address

IP Address

Network Mask

Default Gateway 18.18 .86..

DNS Suffix idmdemo

DHNS S i8.8

Primary

DNS S

Secondary

DR<4888

Host Name

above settings correct (yes-mo)d

the



7 Log on to the DR Series system administrator console, using the IP address with username

administrator and password StOr@ge! (The “0” in the password is the numeral zero.).

) dedd00-2Tepstestocare. X

£ C Y | A Notsecurs | bHIT/10.250239034

Quest

DR4300

drd300-27 sysiesl ocanna local

Usamame

admentstrator

Password

2017 ussd Snfwars inc. /Ul Hights Resunved

8 Join the DR Series system to Active Directory.

s« | NOTE:if you do not want to add the DR Series system to Active Directory, see the DR Series System Owner’s

Manual for guest logon instructions.

a In the left navigation area of the DR Series system GUI, click System Configuration and then select
Active Directory.

/ Q) dra300-27 systestocarin. X

&= Cc 0 |A Not secure | b#ps://10.250.239.134/#/Dashboard

OUeSt DR4300

dr4300-27.systest.ocarina.local

GlobalView » IAcllveD\rectory I

Dashboard »  Client Connections
Containers »  Date And Time
Replications »  Enclosures
»  Licenses
Support » Networking
Schedules

SSL Certificate

Storage Groups

Users

b Click Join.
DR4300

O u eSt dr4300-27 systest ocarina.local

Globalview *Active Directory
Dashboard »

Containers »

Replications »

System Configuration »

Support »
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¢ Enter valid credentials and click Join.

DR4300
OueSt drd4300-27 systest ocarina.local

GlobalView * Active Directory
Dashboard »
Containers » % Join
Replications »
) Domain Name (FQDN) | Required |
System Configuration »
Support » Username | Required |

09/22/2017 09:12:18 Password

US/Pacific-New
Org Unit | |

x Cancel
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Configuring the DR Series system as

an RDA repository

Creating an RDS container for NetVault:

Backup

NOTE: Storage Groups are managed under the DR Series System Configuration. Refer to the DR Series

System Administrafor Guide for details about Storage Groups.

Do the following:
a

b

c Select the Storage Group €.

d Select RDS from the Access Protocol drop down menu@.

e Enter a name for the container @ and click the Next button @.

Select Containers in the left navigation area of the DR Series system GUI @.

On the Action Menu in the upper right corner, click the Add Container option @.

o uest DR4300

RTRIFPIEU.dsgdev.lab

GlobalView All Containers

Dashboard v

S 0. + Add Container

Replications

System Configuration Storage Group DefaullGroup - 6

Support |A,cce55 Profocol @  Quest Rapid Dala Storage (RDS) | 4]
10712017 14:39:22 Container Name @ | Netvaulti |ﬂ (5]

USiCentral

(6 F | xcancel

aaministrator  E1 1

Bacs conanet | @)

B Log Out

2 Click Next and then click Save to complete container creation.




DR4300
QueSt R7R3P350) dsgdev lab
GlobalView * All Containers Quest DRé300
ues R7R3IP35U dsgdev.lab
Dashboard »
; GlobalView *All Containers
Containers , |+ Add Container )
ashboard ]
Replications » Containers , |+ Add Container
LSU Capaci @ Unlimited
System Configuration 3 pacity Replications ' Storage Access Protocol
Support N £ Previous - ) Finish * Cancel System Configuration 4 Storage Group DefaultGroup
Support 4 Access Protocol Quest Rapid Data Storage (RDS)
Container Name NetVault1
1017/2017 14:33:20
US/Central Configure LSU
LSU Capacity Unlimited
I ) oo

Adding a DR Series device and LSU

container for use with NetVault: Backup

1 Open the NetVault: Backup Web Console.

= Quest  Netvault Backup . megishe G- @ & detuke
Client Status Storage Devices Total Data Stored
e 0/0 0.00 bytes
00,00
20,004
20,004
T T . T v T v v v v y ]
P 12:05 1210 1215 1220 1225 1230 1235 12:40 1245 1250 1285
Wmin & 1hr Bh 12 hrs hr Erroes Only Key Events  ® All Events
Current Activity: Policles: Regular jobs:
=mm- Brieatny [sieanny
waiting .
Weending Iw'"""‘ls lwamlngs
W scheduled Iklrolz ltuun

2 Add the RDA container to NetVault: Backup by opening the menu drawer (1) and selecting the Manage
Devices wizard (2).
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3

™ mEngishe £ @ Sdefault~

El Quest  NetVault Backup
— &

Maonitoring
EETTIETTE  Client Status
il job Status 299
& Job Calendar
3¢ Device Activity
W View Logs
™ View Evenis
& Deployment Task Status

Jobs

= Create Backup Job

*+ Create Restore job

B manage Sets

@ manage job Defintions
# Manage Policies

L explore Storage
Reporting

al View Reports

" Jab History

Configuration

Storage Devices
o/0

Total Data Stored
0.00 bytes

s qof Fupsumy

* Guided Configuration T T
1210 1215

B Manage Clients
_-:_ Manage Dovices o
Manage Users ¥ @ Bhrs © 12hrs

B cConfigure Notfications
B change Sattings

2 Mhrs

Current Activiny:
Help

B Documentation

. Video and Tutorials

@ Support Diagnostics

T T,
1220 12:25

Breaitny

Warnings
Errors

Policles:

1215

T T T T
1240 1245 12:50 1255 M

< ErrorsOnly O KeyEvenls ® Al Events

Regular jobs:

Bl eanny

warnings
Errars

Click the Add Device button.

= (Quest NetVault Backup

= mingishe - @ & default -

Manage Devices = Tableview © TreeView

# Remember this selection

Setting up the DR Series System as an RDA or VTL Backup Target for NetVault Backup 12

Configuring the DR Series system as an RDA repository



4 Click Add Quest DR Device @ and click the Next button @.

= OUGSt. NetVault Backup menglishe B @ & defoults

Netvault Storage Configuration Wizard - Add Storage Devices

Sangle wirtual disk d

Virtual tape br
single physical 1
Tape library

Add Data Domain Boost Device

Re-add previously generated virtual device

+ Back

5 Do the following:

a Specify the IP Address or FQDN (resolvable) of the DR Device @.
b Enter the RDA Username @ and Password €.
¢ Select the Add Quest DR Device button @ in the bottom right corner.

NOTE: The default username is backup_user and the password is StOr@ge! (The “0” in the
password is the numeral zero). The suggested Block Size is 524288 bytes (512KB) to achieve optimal

performance. Also, the Stream Limit required.

= OUeSt NetVault Ba‘:kup menglish- - @ R detault -

Add Quest DR Device

Vou ricwr rewd to spcify the details bulow 6o allow the Guest DB starage divice to be added 1o the Net

Hostname 10.8.244.135 o
Username backup_user e
Password | s 4 e

[ <o || asacuenonoene

6 After the DR Series system has been added, proceed to Manage Storage Groups.

= Quest  Netvault Backup mnglhe 3o @ &cetuie

Manage Quest DR Device

Storage Utilization

Device Machine: 10.8.244.135

Device User: backup_user

Device OS Version: 4.0.3030.0

Total Capacity: 3172TiB

Used Space: 954.97 GIB

Available Space: 30.79TiB

API Version: 2

Cleaner Status: Done

Cleaner Statistics: View Cleaner Statistics
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7 Do the following:

a Select to add a storage group @, modify @ an existing storage group or manage and explore an
existing storage group €@ for the respective DR Device 0

b If selecting to add or modify an existing Storage Group proceed by specifying the Name @,
Compression Type @, Encryption Type @), Encryption Paraphrase @ and Rotation Period @.
For specific details on each of these features, refer to the DR Series System Administrators Guide
or the NetVault: Backup Administrators Guide.

= (Quest  NetVault Backup

Add or Edit Storage Group
Manage Quest DR Device Storage Groups

The following Quest DR Device stovage groups ore currently configured Compression Type Balanced > i

Device Name: 10.8.244.135

Storage Group Name Storage Group Nome i

Encryption Type None v i

Passphrase Passplirase i

0o © 0 0

Actions | Starage Group Name & « | Encryptian Type w | Comp @
W Delere
=] @ col g fn P G P gt
Nare Balanced - 0

S| A seaciesice

="le

Rotation Period Days i

o

To add a Container LSU for NetVault: Backup operations, select the appropriate Storage Group and click
Explore.

Proceed to Add an existing container LSU as Media @or adding a new Container LSU altogether by
selecting the Add LSU Button @.

= (Quest  NetVault Backup mngishe B @ & detuin

Manage Quest DR Device LSUs

The following Quest BB Device L5Us are curencly configured

Device Name: 10.6.244.135  Storage Group Name: DefaultGroup

Actions  LSU Name & ~ | Attached To NVOU

o )

]
all Seatisrice
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10 If adding a new Container LSU, specify the Container name @ and select to save the workflow @.
Otherwise, select the Container LSU and click to Add As A Media. Proceed by specifying the Block Size
© and Stream Limit @. Use the force add @ option if this Container LSU had been previously added and
not removed properly. Finally, select the Add As A Media button to complete the workflow @.

Add LSU

5]

11 You can now proceed to use the DR Series system container by configuring new target sets accordingly.

Configuring transport modes for NetVault:

Backup

There are two transport modes for backing up data over RDA: Optimized / Dedup and Passthrough. Optimized
backup does source side dedupe on the NVBU clients. The Passthrough mode does target side dedupe on the

DR Series system.

The default mode for each client is decided based on the number of CPU cores in the client machine and
whether the architecture is 32-bit or 64-bit. In general, there is no need to change the mode. In the event you
want to change the mode, proceed by setting the RDA mode in the DR Series system command prompt or
through the GUI.

Example: Setting the mode by using the DR Series
system CLI

Open an ssh session to the DR Series system and run the following command:

rda --update_client --name <hostname of client> --mode <dedupe/passthrough>



Example: Setting the mode using the DR Series

system GUI

In the DR Series system GUI, follow these steps:

1 Navigate to the System Configuration @ >> Client Connections @ Page. The list of clients that have
active connections is shown.

2 Select the client for which you want to change the mode and modify €.

3

Select the required mode from the drop down menu, and click Submit @.

O uest DR4300

RTR3PISU.asgdev lab

administrator  [E3 1

Globanvien * |Client Connections |@
Dashboard »

Containars » ROA

Replications ]

B Client: r7r1p8udmafc01

Bystem Configuration

€ The Default mode is Auto
Support » ; ;

172017 1751 46
USiCentral

IP Address & Type ¢

r7ripSudmartcOl

10823767 RDS

1 Heamys) found

Default e




Configuring the DR Series system as
an FC VTL target for NetVault: Backup

Creating and configuring FC target

container(s) for NetVault: Backup

General FC SAN infrastructure guidelines

e Disk and Tape devices are recommended not to be on the same Fibre Chanel HBAs. Disk and Tape 10
should be isolated at all times as the nature of their O patterns do not mix well. Disk and Tape zones
should not share devices.

e Disable SCSI Bus Reset to tape devices,whenver possible.
e Enable PLOGI instead of PDISC after LIP.
e NetVault: Backup does not support native load balanced multi-pathing or HA features.

e Zoning guidelines should include isolating tape traffic:
m  Use WWPN Zoning for target and initiator ports.
m  Add individual pairs of initiator and DR Target Ports per zone.

o The DR Target Ports should reside in multiple Initiator Zones so that Initiators are isolated
from one anther.
o This will help isolate FC infrastructure disruption from one node to impact the operation of
another during normal operations.
m  Configure the individual initiator ports per node evenly across target ports so as to maximize

performance by spreading the 10 across DR Target Ports if possible.



e Persistent Binding allows devices to be persistent across power-cycles, reboots and SAN HW changes.

Persistent Binding settings should be used throughout the Storage Area Network Configuration

particularly those involved with the NetVault: Backup software such as changer and tape drive LUNSs.

e Device Aliases should be set up so that the devices are easily identifiable and are persistent through

power outages and reboots. Refer to your HBA manufacturer for details.

Zoning and port mapping association example

The following graphic shows a LAN-Free Zoning example that includes a NetVault: Backup Server and a NAS

Filer Cluster with two nodes configured to share a DR FC VTL. Infrastructure Details:

| LAN LAN LN

00 O l o — b [

—

(OO
]

Virtualization Servers

Apglication Servers

A
4 NAS Appliances

e

| DTS |«
FC "

Fibre Channel (FC) Switch

NetVault Backup
Server

r

DR Appliance
4300/6300
4

LAN-FREE

Backup Server:

WWN Initiator Port 1: 20:01:00:0e:1e:d1:d5:6a
WWN Initiator Port 2: 20:01:00:0e:1e:d1:d5:6b
NAS Node 1:

WWN Initiator Port 1: 50:0a:09:83:06:8f:54:40
WWN Initiator Port 2: 50:0a:09:82:06:8f:54:40
NAS Node 2:

WWN Initiator Port 1: 50:0a:09:82:06:8d:¢c6:c1




WWN Initiator Port 2: 50:0a:09:83:06:8d:¢c6:c1

DR Series Appliance:

WWN Target Port 1: 50:00:65:b7:86:93:42:24

WWN Target Port 2: 50:00:65:b7:86:93:42:25

Example: Initiator to Target Port Zone Summary

DR Series Appliance
WWN Target Port 1

DR Series Appliance
WWN Target Port 2

Zone A Backup Server 20:01:00:0e:1e:d1:d5:6a 20:01:00:0e:1e:d1:d5:6a
Wwyo'r:'tl'ator 50:00:65:b7:86:93:42:24  50:00:65:b7:86:93:42:25
ZoneB Backup Server 20:01:00:0e:1e:d1:d5:6b  20:01:00:0e:1e:d1:d5:6b
Wwyo'r:'tz'ator 50:00:65:b7:86:93:42:24  50:00:65:b7:86:93:42:25
Zone C NASNodel /) 02:00:83:06:8/:54:40  50:02:09:83:06:8f:54:40
Wwyo'r:'tl'ator 50:00:65:b7:86:93:42:24  50:00:65:b7:86:93:42:25
ZoneD NASNodel o\ 02:00:82:06:8/:54:40  50:02:09:82:06:8f:54:40
Wwyo'r:'tz'ator 50:00:65:b7:86:93:42:24  50:00:65:b7:86:93:42:25
Zone E NASNode2 /) 02:00:82:06:8d:c6:c1  50:02:09:82:06:8d:c6:cl
Wwyo'r:'tl'ator 50:00:65:b7:86:93:42:24  50:00:65:b7:86:93:42:25
ZoneF NASNode2 o/ 12.00:83:06:8d:c6:c1  50:02:09:83:06:8d:c6:cl
Wwyo'r:'tz'ator 50:00:65:b7:86:93:42:24  50:00:65:b7:86:93:42:25

Infrastructure prerequisites

Netapp filer configuration

To ensure that SCSI command processing is not interrupted, the NetApp Filer(s) should be configured such that
they do not use any SCSI reservations. In addition, to use the multi-pathing configuration, all NetApp Filer Nodes
in a C-Mode cluster that will share VTL tape devices are to be configured with Storage Tape Load-Balancing

settings enabled.

e SVM Mode Settings

m Disable SCSI Reservations.



>options -option-name tape.reservations -option-value off

m  Enable Load Balancing:

>storage tape load-balance modify -node * true

Due to the nature of SCSI command processing workflows the default SCSI command timeout should be
changed. Specifically the IBM ULT3580 TD4 tape configuration files should be setup with the recommended

SCSI command timesouts listed below:
cmd_timeout_0x00=5m
cmd_timeout 0x12=5m
cmd_timeout_ 0x15=5m
cmd_timeout Ox1A=5m
cmd_timeout_OxAO=5m

cmd_timeout_0x34=5m

e Setup the tape configuration files to use the above mentioned timeout values:

>run -node * -command wrfile /etc/tape_config/IBM_LTO4 ULT3580.TCF

e For each filer node prompted enter the following (Note: Control-C to end editing)

# Configuration file for IBM tape drive IBM LTO Gend4 AKA ULT3580-
TD4

# Version 1.1
# Copyright (c) 2008 NetApp

# All rights reserved.

vendor_id=""1BM"
product_id="ULT3580-TD4"

id_match_size=11

vendor_pretty=""1BM"

product pretty="LTO 4 ULT3580"

I_description="LTO 2 ro 200GB cmp"
I_density=0x00

1_algorithm=0x01



m_description="LTO 3 800GB cmp"
m_density=0x00

m_algorithm=0x01

h_description="LTO 4 800GB"
h_density=0x46

h_algorithm=0x00

a_description="LTO 4 1600GB cmp"
a_density=0x46

a_algorithm=0x01

autoload=""yes""

cmd_timeout_0x12=5m
cmd_timeout_0x15=5m
cmd_timeout_Ox1A=5m
cmd_timeout_0OxAO0=5m

cmd_timeout_0x34=5m

e Verify the tape configuration files to use the above mentioned timeout values:

>run -node * -command rdfile /etc/tape_config/IBM_LTO4 ULT3580.TCF

See the following NetApp Reference, How fo add lines to a configuration file on the storage system using wrfile,

at:

https://kb.netapp.com/support/s/article/how-to-add-lines-to-a-configuration-file-on-the-storage-system-using-

wrfile-the-command-wrfile-does-not-have-an-option-to-exit-without-saving?language=en_US

Windows configuration

Sun/StorageTek Library Driver Requirements: Refer to the article at:
http://catalog.update.microsoft.com/v7/site’lhome.aspx for information about acquiring Microsoft Device Drivers,

for example, StorageTek Library Drivers

IBM Tape Drive Driver Requirements: When using the IBM device drivers ensure that the following requirements

are met:

e Diriveris installed in Non-Exclusive mode


https://kb.netapp.com/support/s/article/how-to-add-lines-to-a-configuration-file-on-the-storage-system-using-wrfile-the-command-wrfile-does-not-have-an-option-to-exit-without-saving?language=en_US
https://kb.netapp.com/support/s/article/how-to-add-lines-to-a-configuration-file-on-the-storage-system-using-wrfile-the-command-wrfile-does-not-have-an-option-to-exit-without-saving?language=en_US
http://catalog.update.microsoft.com/v7/site/home.aspx

e DPF (Data Path Failover) is Disabled
e Persistent Reservations are Disabled

e Media Polling is Disabled

Creating an FC VTL container for NetVault:
Backup

1 Select Containers in the left navigation area of the DR Series system GUI (1), and then select the Action
Menu in the upper right corner. Click the Add Container option at the top of the menu (2). Enter a
Container Name (3), and select Virtual Tape Library (VTL) from the Access Protocol drop down menu (4).
Provide a name for the container (5) then click next (6).

DR4200 .

Quest RIRIPISU Gs9000 130 administrator B 3
GlobalView »  All Containers el @ aaa Container I
Dashboard ] & Log ou
:CU_‘I‘,_M_5 o . | 4+ Add Container
Replications. .
System Configuration » Storaga Group DefaultGroup - 0
Suppart ' Access Protocol @ Virual Tape Library (WTL) - 0 .

101772017 19:31:07 |Contamcr Name @ |mMvBUvTLY |ﬂ0

US/Contral
— o

2 When prompted, select the STK L700 Robot Model @. Select the Tape Size @), the FC VTL Access
Protocol € and number of drives @. Designate the Initiator Port WWN(s) Access Control by selecting the
FC Initiator WWPN of the NetVault: Backup Server, respective Smart Clients or NAS Filer Appliance
Nodes as needed @which are to be configured to share the Virtual Tape Library and drives. Select the
Target Ports WWN(s) @ for those ports on the DR Appliance that are configured for Initiator access. For
NetVault, you must also specific Auto @ as the Marker Type. Click Next @.

€ WARNING: Adding/removing FC initiator(s) to/from a VTL container will disrupt current I/O to the same initiator(s), if those initiator(s) exist on other VTL containers
Rabot Model O QuestDR_L700 O Dell DR_LTDOc

|Tape Size 800GB (Max Num of Tapes is 2000) - |e

|VTL Access Protocol ® FC O NDMP O iSCSI O NoAccess |e

|Number of Drives @ |10 |°

|\mt\ator Port WWN(s) Select Initiator WWN(s) |e

|Targel Port WWN(s) Select Target WWN(s) | e

|Marker Type Auto - | 0

e | o> |t R

3 Finalize VTL creation by clicking Save.




Verifying initiators are connected to the FC VTL
container for NetVault: Backup

1 Navigate to the appropriate Storage Group and select to view the VTL container details @ to verify that all
Initiators have connected and established a FC session with the DR Appliance. Select Containers in the
left navigation area, and then click Container Details at the right of the page.

OUest DRE300

aAME300-46 Systest ocanna local

administrator B :
SySIESLocaring ncal -
Globalview *  NVBU-Interop/Containers
Dashboard »
Container = Marker Type Access Protacol & Connection Status & Replication £ Actions

Conlainers
Regiicalions , NVBUONTARS Mone VILFC Avakabie Not Configured (B | @ | n 1]
Systam Configuration ’ 1 Hems) found

Suppaort »

MO2201T 19:45:00

US/Pacihic-New

2 Verify that all the intended Initiators appear and reflect as having established sessions with the DR FC

Target Ports.
DRE300 administrator .
OUeSt drs300-46 systest ocanna local systest oearina kacal u ! :
Globalview ' NVBU-Interop/Containers
Dashboard -
Container - NVBUONTAPS1
Containers »
Library Slot and Tape Cartridges »
Replications L Total Tapes Availoble: 60 Tape Sice: S00GE  Max number of Tapes: 2000
System Configuration 3
Library Devices ¥
Suppart » Rohat Model: STK U700 Number of Tape Drives: 10
MO22017 19.58.53 Access Control List A
USPacific-New Port WiWNs Inftiators Allowed
S0807.a7:86:63.42.24 20,0700 0e- e d1:05:63, 20:01:00:0e- 1e:d1:05:60, 50:0a009:63:06:80:06:C1, 50009 63.06:6154:40
SA8QIT.aT.86.93 4225 20.01.00:081¢:01.05.63, 20.01.00.08 1€:01.05.60, 50.02.09:53 06:80.¢6:¢1, 50.02.09.83.06.:5154.40

Verifying connectivity to the FC target — Windows

1 Configure the FC Initiator Software for Windows by installing and configuring your FC HBA drivers and

related persistent binding.

Open the Server Manager Snap-in and verify that the newly connected devices show up in the Device
Manager.

3 Verify the STK Library and IBM Ultrium-TD4 Device Drivers are installed.
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Verfy STK Library
Device Driver is 9
installed

Eras Tape dives
&= IBM ULT3560-TD4 SCSE Sequential Device
&2 1BM ULTS560-TD4 SCSE Sequential Device
&2 IBMULTE560-TD4 SCSE Sequential Device
&= IBMULT3580-TD4 SCSE Sequential Device
&2 1BM ULT3560-TD4 SCSI Sequential Device
&= 1BM ULT3560-TD4 SCSE Sequential Device
&2 1BMULT3560-TD4 SCSE Saquential Device
&2 1BM ULTI550-TD4 SCSI Saquential Device
&= IBM ULT3580-TD4 SC5E Saquential Device
&2 1BM ULT3560-TD4 SCSE Saquential Device

Verify IBM Ultrium-

‘___._-—""" TD4 Tape Drivers

are installed

Verifying connectivity to the FC target — Linux

1 Configure the FC Initiator Software for Linux by providing installing and configuring your FC HBA drivers

and related persistent binding.

2 Run the Isscsi command.

3 Verify that the STK Library and IBM Ultrium-TD4 Device Drivers are installed.

Verifying connectivity to the FC target — NetApp ONTAP 9

1 Login to the Linux Client as root and run the following commands:

>storage tape show

>storage library config show

2 Verify that all VTL LUNSs are recognized.




Configuring NetVault: Backup to use the newly
created FC VTL

Configuring NetVault: Backup to use the newly created FC VTL

Automatic Library Detection — Single Initiator

1 Open the NetVault: Backup Web Console.

= Quest  Netvault Backup . meogine e @ Rdenus
Client Status Storage Devices Total Data Stored
77 0/0 0.00 bytes
0,00
50,004
0,00
~ Toood
&
= %000
z
50,00
0004
30,004
0,00
10,00
000 T
12PN 05 210 5 0 225 o 5 a z 50 1255
[ b Erroes Only E i
Current Activiny: Policles: Regular jobs:
Wective Brieatny [sieanny
=‘$zﬂfs Bvermings Bwarrings
Wscheduled Berors Berors

2 Add the DR VTL container to NetVault: Backup by opening the menu drawer @ and selecting the Manage
Devices wizard @.
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= mengishe &= @ &default-

El Quest  NetVault Backup
o
Maonitoring

i job Status

B job Calendar

3¢ Device Activity

W View Logs

™ View Evenis

& Deployment Task Status

0/0

Jobs
= Create Backup job
+ Create Restore job
B manage Sets
@ wmanage Job Defintions
# Manage Policies
L explore Storage

Reporting
al View Reports
+ Jab History

Configuration

ST Client Status Storage Devices
krsd

Total Data Stored
0.00 bytes

Wemo) ol Supiumy

* Guided Configurat ¥ T v T T
B Manage Clients 1210 1215 1220 1225 M
(2]
Manage Users r @ Bhrs 12hrs © 24 hrs
B configure Notfications
@ change Sattings Current Activity: Policles:

Help
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¥ Documentation . ¥
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@ Support Diagnostics IEII’DN

T
1235

T
1245

=ty
lw.!r\nlnss

lEnnN

T T T
12:50 12:35 oM
Erfors Only O KeyEvents & Al Events

Regular jobs:

Click the Add Device button.

= Quest  NetVault Backup

= mingishe - @ & default -

Manage Devices = Table View Tree View @ Remember this selection

4 Select the Add Tape Library/ media changer @ and click the Next button @.
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Configuring the DR Series system as an FC VTL target for NetVault: Backup



= (Quest NetVault Backup mingishe @- @ &acmind

NetVault Storage Configuration Wizard - Add Storage Devices

SEAOCT I Ty 07 SPCE ERGE YOU WIER B 90 [YEt I T Dakiwe [ o BT 504 & DN VTP SOvi0H B EEES o WIFTUGT CHVIER O AT yOU WERE 10 185K Svie E5OF NOE B0 ENGERT Eut HOE SN MIMEwved fro Nefrouit Bockup

single virtual disk device
Virtual tape library / mecia changer
e ohsicyl tave device

[+ ey ren s | @

AGE NEEVaUTR SMIrDEk
Acd Quest DR Device
Add Data Domain Boost Device

Re-acd previousty generated virtual device

5 Provide a name for the VTL @, select the VTL changer path intended to control the changer LUN @ and
then click Next on the lower right @,

= Quest Netvault Backup mingih- @- @ &acmn-

MetVault Configuration Wizard - Add Tape Library (2/3)

1.1 (5T L700) SLTIH_0

SLREEN 00

Dievice Nesappdd scaring ecalty/Nesppd D imed
LT3N

e ool Mg pl-02

g inenry s W fous g oo 1 SR IS SEET TN LV DO 40U WSS 10 0 1 ATVOLE Saerun
Tape Library Display Nnnrl taner |
eder Serlal Nusmiber e
24041 (ETR LTSN SEZIN 00
2921 (5T LTOW SETIN0

20

6 When the tape library scan is complete, click the Create Backup job @button to commit the library. The

VTL should show up ready for use.
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= (Quest  NetVault Backup mengishe @ - @ &admn-

NetVault Configuration Wizard - Add Tape Library (3/3)

Configuring NetVault: Backup to use the newly created FC VTL
Automatic Library Detection — Multi-Initiator / LAN-Free

1 Open the NetVault: Backup Web Console.

= (Quest  NetVault Backup B O O B
Client Status Storage Devices Total Data Stored
e 0/0 0.00 bytes
0,00
50004
0,00

abe (VB | Sec)
2
2

Current Activiny: Policles: Regular jobs:

B sctive II fealthy .rlsal'.n,u
=:;‘:z"nss Bvisrnings Bvarnings
B scheduled Ihrolu Itrlcrs

2 Add the DR VTL container to NetVault: Backup by opening the menu drawer @ and selecting the Manage
Devices wizard @.
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El Quest  NetVault Backup
o
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i job Status

B job Calendar

3¢ Device Activity

W View Logs

™ View Evenis

& Deployment Task Status

0/0

Jobs
= Create Backup job
+ Create Restore job
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# Manage Policies
L explore Storage

Reporting
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Configuration
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krsd

Total Data Stored
0.00 bytes
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B configure Notfications
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T
1235

T
1245

=ty
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lEnnN
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12:50 12:35 oM
Erfors Only O KeyEvents & Al Events

Regular jobs:

Click the Add Device button.

= Quest  NetVault Backup

= mingishe - @ & default -

Manage Devices = Table View Tree View @ Remember this selection

4 Select the Add Tape Library/ media changer @ and click the Next button @.
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= (Quest NetVault Backup mingishe @- @ &acmind

NetVault Storage Configuration Wizard - Add Storage Devices

SEAOCT I Ty 07 SPCE ERGE YOU WIER B 90 [YEt I T Dakiwe [ o BT 504 & DN VTP SOvi0H B EEES o WIFTUGT CHVIER O AT yOU WERE 10 185K Svie E5OF NOE B0 ENGERT Eut HOE SN MIMEwved fro Nefrouit Bockup

single virtual disk device
Virtual tape library / mecia changer
e ohsicyl tave device

[+ ey ren s | @

AGE NEEVaUTR SMIrDEk
Acd Quest DR Device
Add Data Domain Boost Device

Re-acd previousty generated virtual device

5 Provide a name for the VTL @, select the VTL changer path intended to control the changer LUN @ and
then click Next on the lower right @,

= Quest Netvault Backup mingih- @- @ &acmn-

MetVault Configuration Wizard - Add Tape Library (2/3)

1.1 (5T L700) SLTIH_0

SLREEN 00

Dievice Nesappdd scaring ecalty/Nesppd D imed
LT3N

e ool Mg pl-02

g inenry s W fous g oo 1 SR IS SEET TN LV DO 40U WSS 10 0 1 ATVOLE Saerun
Tape Library Display Nnnrl taner |
eder Serlal Nusmiber e
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2921 (5T LTOW SETIN0

20

6 When the tape library scan is complete, click the Add drives manually @ button to continue to add the

library for LAN-Free access.
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= Quest Netvault Backup meogishe @r @ Badmo

NetVault Configuration Wizard - Add Tape Library (3/3)

NV Biciup oz found INe fofowing Keviry device. Mease confinn o D detous ENowT 4 Mot Tt you eXpet

Create backup jobe...

7 For each Drive Bay @ displayed, select the first of the nodes @ to be added as shared and click Next .

= Quest NetVault Backup mengine G @ &admind

Netvault Configuration Wizard - Add Tape Drives to Bays

Selest bt maching that (1 plybially attacbed fu the deine it 10 boy )t divite 55 physeatly comeected 55 mutiply Aasts (e ervrd o S cenfigurntion) Men udl chacae ane of e maching fere Hau wil e prampeed [ the names of te ather connected Sfee Boer an
Choose machine: a

| seatus - Clienta v | Nershen - | Descrigtion

# $ean For Devices [0 ot Scan For Devices Sean only filgr

Leave remalnng bays empy... Leave bary empty..

8 Select the Primary path for the drive LUN @ displayed, click Next @.
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= (Quest NetVault Backup mEngishe Be @ &sdminn

NetVault Configuration Wizard - Add Tape Library Drives to Bays
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9 Select the client systems that are to share the tape drive LUNs @, click the Next @ button.

Choose machine:

Q
-0 N e .
* AUTOINTY 11.1.023 Unknown -
* AUTOINTS 11023 unknown
* AuTONT? 11.1.023 unknown
:

o (=]

10 Repeat this process for the remaining drive bays and click the Next button to complete.

11 When the tape library scan is complete, click the Create Backup job @button to commit the library. The
VTL should show up ready for use.

= Quest Netvault Backup meogishe @r @ Badmo

NetVault Configuration Wizard - Add Tape Library (3/3)
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12 The LAN-Free VTL Configuration is now ready for use.

= Quest  Netvault Backup - - 0. §
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Configuring the DR Series as a iSCSI
VTL target for NetVault: Backup

Creating and configuring iISCSI target containers
for NetVault: Backup

1 Select Containers in the left navigation area of the DR Series system GUI (1), and then select the Action

Menu in the upper right corner. Click the Add Container option at the top of the menu (2). Enter a

Container Name (3), and select Virtual Tape Library (VTL) from the Access Protocol drop down menu (4).
Provide a name for the container (5) then click next (6).

DR4300

Quest  Lrasssu ssaoev s agminigtrator  [E3 1
Globaliew All Containers

Dashboard
Contanare © »| *F AddContainer
Replications.
System Configuration » Storage Group DefaullGroup - @
Suppon Access Protocol @ Vinual Tape Livrary (VTL) -0 .

10AT/2017 19:31.07 ’(:c:nlmr:nr Mame @ | NVBUVTLY |ne

US/Central
| o JEL

2 When prompted select the STK L700 Robot Model @. Select the Tape Size @, the iISCSI VTL Access
Protocol € and number of drives. Specify the DMA Access Control by providing the storage node or

media node IP Address or FQDN @. For NetVault, you must also specific Auto @ as the Marker Type.
Click Next @.




+ Add Container

Robot Model O QuestDR_L700 O DellDR_L700 @ ST L700 ()

Tape Size 800GB (Max Num of Tapes is 2000) - e

VTL Access Protocol O FC O NDMP @ iSCS| O NoAccess €)

IQN, FQDN or IP Address \ [310-sys-51 testlab local | [ [4)
Marker Type e Auto M 5]

3 Finalize VTL creation by clicking Save.

Verifying initiators are connected to the iSCSI VTL
container for use with NetVault: Backup

Configuring the iISCSI target — Windows

1 Configure the iSCSI Initiator Software for Windows by providing the IP or FQDN of the DR Series system
in the Quick Connect Target field.

2 Click Quick Connection to open the Quick Connect dialog box, which indicates a connection was made but

is set as inactive.



ISCSI Initiator Properties

Targets |Discnvery I Favorite Targets I ‘Wolumes and Devices | RADIUS | Configuration I

— Quick Connect

To discover and log on to a target using a basic connection, type the TP address or
DS name af the target and then click Quick Connect.

Target: G j GQuick Conmect,.. |

[ Discovered targets

Mame |

Targets that are available for connection at the IP address or DNS name that vou
provided are listed below. IF multiple targets are available, you need to connect
ta each karget individually,

Connections made here will be added ta the lisk of Favorite Targets and an attempt
to restore them will be made every time this computer restarks,

~Discovered targets

ame

To connect using advanced options, select a karget and then
dlick Connect,

Ta completely disconnect a karget, select the karget and
then dick Disconnect,

For target properties, including configuration of sessions,
select the target and click Properties.

~ Progress report

For configuration of devices associated with a target, select

the target and then click Devices, Wt L i e el

More about basic iSCST connections and taraets

Connect | Done |
Ok I -y roir f |

Close the dialog box and proceed by selecting the newly discovered target. This target will have an

Inactive Status as it requires authentication parameters to be provided for iISCSI logon.

Select the Target from the list, click the Connect button, and then in the Connect To Target dialog box,
click the Advanced button.



iSCSI Initiator Properties

Targets IDiscovery I Favorite Targets | Yolumes and Devices I RADIUS I Configuration I

— Quick Connect
To discover and log on ko a karget using a basic connection, bype the IP address or
DS name of the target and then click Quick Connect,

Targek: Quick Conneck. .. |

r~Discovered targets

Refresh |

iqn. 1984-05 . com. dell:dr4000, 9lbpsr 1 .intvmOSiscsi, 10 Inackive
e

To conneck using advanced options, select a karget and then < (CEmmed: | )
' Connect To Target ﬂ .
Disconnect |
Target name:

I iqn. 1984-05. com.dell:dr4000.9lbpSr 1 .inkvm0Siscsi, 10 Properties. .. |

[# Add this connection to the list of Favorite Targets. -~
This will make the system automatically attempt to restore the oo |
connection every time this computer restarts,

[~ Enable mupae

[o]4 | Cancel | Apply I

In Advanced Settings, select to Enable CHAP log on and enter the User Name and Target Secret /

Password.

Click OK and refer to VTL configuration guidelines chapter of this document for more information about

accounts and credentials.
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Advanced Settings EHER

General | IPsec I

Connect using

Local adapter: IDeFau\t j
Initiatar IF: IDeFau\t j
Target portal IP: IDeFau\t j

CRC | Checksum
[~ Data digest ™ Header digest

able CHAP log on ' o

CHAP helps ensure connection security by providing authentication between a target and
an initiatar.

Touse, specify the same name and CHAP secret that was configured on the target for this
initiator, The name will default ko the Initiator Mame of the syskem unless another name is

specified,
L=
Marne: I dr9-interop-a7
Target secret: I sessssensnng
M

™ Perform mutual authentication

Touse mutual CHAR, either specify an initiskor secret on the Configuration page or use
RADIUS,

[~ Use RADIUS to generate user authentication credentials

[~ Use RADIUS ko authenticate target credentials

oK I Cancel apply

The iSCSI target should now appear as connected, and device discovery can now proceed.

15051 I

ator Prope 5

Targets |Disc0very I Favorite Targets I Wolumes and Devices I RADILS I Configuration I
- Quick Connect

To discover and log on ko a target using a basic connection, type the IP address or
DMS name of the target and then click Quick Connect.

Target: I Quick Conmect, . |

r~Discovered targets

Refresh |

ign.1984-05,com, dell:dr4000, 9lbp&r 1 .inkvm0Siscsi, 10 Connected

ﬁame | Stakus T\)
. A

To connect using advanced options, select a target and then Connect |
click Connect.

To completely disconnect a target, select the target and Disconneck |
then click Disconneck,

For target properties, including configuration of sessions, Properties. .. |
select the target and click Properties,

For configuration of devices associated with a target, select Devices. .. |
the target and then click Devices,

More about basic iSCSI connections and targets

OF I Cancel Apply




7 Open the Server Manager Snap-in and verify that the newly connected devices show up in the Device

Manager.

8 Verify that the STK Library and IBM Ultrium-TD4 Device Drivers are installed.

T Server Manager [ZKERZINTYMZZ)
5 Roles

= ZKERZINTYM2Z
il Features Erah

& Batteries
[+-188 Computer,
x R drives

El #m Diagnostics
1d] Event Yiewer
£

Select Device
IManager

- B, Display adapters
o B uMware SYGA 3D

L5 DVDYCD-ROM drives

+- = Floppy disk drives

‘= Floppy drive controllers
- IDE ATAJATAPI controllers

5} Conriguration
El 2= storage
s windows Server Backup
=% Disk Management

.

é Medium Changer devices
i3 sunjstorageTek Library
£ )% Mice and other pointing devices
£ Petwork adspters
i 75 Porks (COM & LPT)
B e
H-€3 Storage controllers
H- M| System devices

S

o7 Kesthnard: /

5 o2 Tape drives

l-j IBM LLT3580-TD4 SCSI Sequential Device
J IBM ULT3580-TD4 SCSI Sequential Device

\_j IBM LLT3580-TD4 SCSI Sequential Device
\_j IBM ULT3580-TD4 SCSI Sequential Device
J IBM ULT3580-T04 SCSI Sequential Device
‘_j IBM LT 3580-TD4 SCSI Sequential Device

\_j IBM LILT3580-TD4 SCSI Sequential Device
l-j IBM LLT3580-TD4 SCSI Sequential Device
J IEM ULT3580-TD4 SCSI Sequential Device

‘_j IBM LT 3580-TDd4 SCSI Sequential Device

Verify STK Library
Device Driver is
installed

Verify IBM Ultrium-
TD4 Tape Drivers
are installed

Note: Refer to the article at http://catalog.update.microsoft.com/v7/site/home.aspx for information about acquiring Microsoft

Device Drivers, for example, StorageTek Library Drivers.

Configuring the iSCSI target — Linux

Before you begin this procedure, ensure that the iSCSI initiator is installed (iscsi-initiator-utils). For example:

yum install

iscsi-initiator-utils; /Zetc/init.d/iscsi start

To configure the iISCSI target for Linux, follow these steps.

1 Add the CHAP Authentication details for the DR Series system on the Linux Initiator as follows:

a Edit /etcliscsiliscsid.conf and un-comment the following line:

node.session.auth.authmethod = CHAP

b Modify the following lines:

# To set a CHAP username and password for initiator

# authentication by the target(s), uncomment the following lines:

node.session.auth.username

node.session.auth.password

iscsi_user

StOr@ge!iscsi

2 Set the Discovery Target Node(s) by using this command:

iscsiadm -m discovery -t st -p <IP or IQN of DR>

For example:


http://catalog.update.microsoft.com/v7/site/home.aspx

iscsiadm -m discovery -t st -p 10.8.230.108

3 Enable logon to the DR Series system iSCSI VTL target(s) by using the following command:

iscsiadm -m node --portal <IP or IQN of DR:PORT> --login

For example:

iscsiadm -m node --portal "10.8.230.108:3260" --login

4 Display the open session(s) with DR VTL(s) by using the following command:

iscsiadm -m session

For example:

iscsiadm -m session = tcp: [8] 10.8.230.108:3260,1 ign.1984-
05.com.dell:dr4000.3071067 . interoprhel52n1.30

5 Review dmesg or /var/log/messages for details about the tape devices created upon adding the DR

Series system iSCSI VTL.

Configuring NetVault: Backup to use the newly
created iSCSI VTL - Automatic Library Detection

1 Open the NetVault: Backup Web Console.

= (Quest  NetVault Backup

= wengliche - @ & defaul

Client Status
777

10,00

Current Activiny:

Wective
Wwaiting
Wrending
B scheduled

Total Data Stored
0.00 bytes

Regular jobs:

’ Healthy
Bwernines
ltr rors

2 Add the DR VTL container to NetVault: Backup by opening the menu drawer @ and selecting the Manage

Devices wizard @.




El OUESt NetVault Backup = mengishe &= @ &default-

Monito:

3

. o Client Status Storage Devices Total Data Stored
Iob Status -

& job Calendar g 0s0 0.00 bytes

32 Device Activity g
W View Logs

™ View Events

& Deployment Task Status

Jobs
= Create Backup job
*+ Create Restore job
B manage Sets
@ wmanage Job Defintions
# Manage Policies
L explore Storage

Wemo) ol Supiumy

Reporting
al View Reports
+ Jab History

Configuration
* Guided Configurat T T T T 2 T T T = "
B Manage Clients 1210 1215 1220 1228 13 12:35 12:40 12:45 12:50 1255 o1 M
(2]
Manage Users [
B configure Notfications
@ change Sattings Current Activity: Policles: Regular jobs:

Help Breaitny [ icany

B Documentation
™ Video and Tutorials l\"’ﬂ'nlﬂas lw.!nnlnss
@ Support Diagnostics IElmn lEnnN

2 Bhrs 12hrs © 24hbrs Erfors Only O KeyEvents & Al Events

3 Select the Add Device button.

= Quest  NetVault Backup . e @ @ &

Manage Devices = Table View Tree View # Remember this selection

4 Select the Add Tape Library/ media changer @ and hit the next button @ on the lower right.
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= (Quest NetVault Backup mingishe @- @ &acmind

NetVault Storage Configuration Wizard - Add Storage Devices

SEAOCT I Ty 07 SPCE ERGE YOU WIER B 90 [YEt I T Dakiwe [ o BT 504 & DN VTP SOvi0H B EEES o WIFTUGT CHVIER O AT yOU WERE 10 185K Svie E5OF NOE B0 ENGERT Eut HOE SN MIMEwved fro Nefrouit Bockup

Single virtual disk device

Brid Data Darnain Boost Device

Re-add previously generated virtual device

5 Provide a name for the VTL @, select the VTL changer path intended to control the changer LUN @ and
then click Next on the lower right @,

= Quest Netvault Backup mingih- @- @ &acmn-

MetVault Configuration Wizard - Add Tape Library (2/3)

g inemry s e

2 SR PGHE SHET IR U TR o0 AR 10 B0 1 MiThoue Boeiun

. yon
Tape Library Display Name: | 1aper o
Brvier

201 (ST L700Y

2927 T LTON

3011 T LI

Dievice Nesappdd scaring ecalty/Nesppd D imed

e ool Mg pl-02

[ <o [ e ]

6 When the tape library scan has been completed, click the Create Backup job @button to commit the

library. The VTL should show up ready for use.
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= (Quest  NetVault Backup

NetVault Configuration Wizard - Add Tape Library (3/3)

HEVOUT Botiup e

Erary drvice. Pirase coninn £t e de
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Configuring the DR Series as a NDMP
VTL target for NetVault: Backup

Creating and configuring NDMP target containers
for NetVault: Backup

1 Select Containers in the left navigation area of the DR Series system GUI (1), and then select the Action

Menu in the upper right corner. Click the Add Container option at the top of the menu (2). Enter a

Container Name (3), and select Virtual Tape Library (VTL) from the Access Protocol drop down menu (4).
Provide a name for the container (5) then click next (6).

DR4300

Quest  Lrasssu ssaoev s agminigtrator  [E3 1
Globaliew All Containers

Dashboard
Contanare © »| *F AddContainer
Replications.
System Configuration » Storage Group DefaullGroup - @
Suppon Access Protocol @ Vinual Tape Livrary (VTL) -0 .

10AT/2017 19:31.07 ’(:c:nlmr:nr Mame @ | NVBUVTLY |ne

US/Central
| o JEL

2 When prompted select the STK L700 Robot Model @. Select the Tape Size @, the NDMP VTL Access
Protocol € and number of drives. Specify the DMA Access Control by providing the storage node or

media node IP Address or FQDN @. For NetVault, you must also specific Auto @ as the Marker Type.
Click Next @.




=+ Add Container

Robaot Model O QuestDR_LT00 O DellDR_L700 @ STKLT00 o

Tape Size B00GE (Max Num of Tapes is 2000) - e

VTL Access Protocol O FC @ NDMP O iSCSI O No Access e

FQDN or IP Address Netapp04 ocarina local uo
Marker Type ‘ Auto v‘ 0

3 Finalize VTL creation by clicking Save.

Configuring the DR Series NDMP service with
NetVault: Backup

1 Open the NetVault: Backup Web Console.

2 From the Main Menu @ Navigate to the Create Backup Job submenu @ and select to Create New
Selection Set €. Select the NDMP Plugin within the NetVault Create Selection Set navigation pane and
Select to add a new NDMP Server node @. In the dialog box, enter the desired logical name of the node,
the IP address or FQDN and DR the NDMP credentials @. Provide the logon credentials for the ndmp
user account on the DR Series system. Verify that the DR Appliance is added to the NetVault: Backup

Server and is ready for access @.



V0 hetvm e x
%= C | & Notsecure | hips:/localhost2L

e hami

=] E:}uest NetVault Backup = mEngihe G- 0 &

a o

Manitaring

Create Backup Job Devices Total Data Stored

= job S ] 0.00

B job Calencs ; bytes
% Device Acthviry
B ViewLogs

ot 6 e b By g e et g e

" View Evencs I T —

& Degieyrrent Tack Status
Selectiony

abs
[2] Fp—
# Create Remore job

—p-

@ Manage job Defninions

N\

® Manuge Soiicies R P ———— =
O Explore Strage

(5]

i et}

= g i =
i isarn |
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Configuring NetVault: Backup to use the newly
created NDMP VTL — Automatic Library Detection

1 Open the NetVault: Backup Web Console.

NDMP Server e

= (Quest  NetVault Backup

» mengliche @3- 0 & defaulie

Client Status Storage Devices Total Data Stored
54 0/0 0.00 bytes

100.00 =
20,004
80,004
70.00 4
0,004
50,004

40,00 4

Tranafer Hate B § Sec)

TizPm 1205 210 1Z15 1220 125 1230 135 1240 1245 1230 12:55
10min & 1hr Bhrs © 12hrs 24 hry © Errors Only 0 Key Events

Current Activity: Policles: Regular jobs:

=A(uw .Hnlmy .Hr!allhy
wait
lP:nd:‘nss lwamllw lwamlng

Wscheduled Beror Berros

® All Events

vy qaf Sanrunt
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2 Add the DR VTL container to NetVault

Devices wizard @.

: Backup by opening the menu drawer @ and selecting the Manage

El Quest  NetVault Backup
—&

= mEgishe 8- 0 &defaul~

Maonitoring

Client Status
i Job Status -

B Job Calendar i

3¢ Device Activity

W View Logs

™ Wiew Evenis

& Deployment Task Status

Jobs
= Create Backup job
+ Create Restore Job
B manage Sets
@ wmanage Job Defintions
# Manage Policies
L explore Storage

Reporting
al View Reports

+ Job History

Configuration
* Guided Configurat

Storage Devices
o/0

Total Data Stored
0.00 bytes

stemcy qof Supiiny

B Manage Clients

(2]
Manag
B cConfigure Notfications

@ change sattings Current Activity:

Help
B Documentation
W Video and Tutorials
@ Support Diagnostics

T T
1210 1215

" Bhrs 12 hrs 24 hrs

T T T
1220 1228 123 1235 1240 1245

Policles:

IHeMlhy lm‘ﬂ"h)‘
Brarnings B vernings

IEm:.N lEnnN

T T T
12:50 1255 o1 PM
Errors Only KeyEvents & Al Events

Regular jobs:

3 Select the Add Device button.

= Quest  NetVault Backup

= mingishe £ @ & default-

Manage Devices = Tableview © TreeView

¥ Remember this selection

4 Select the Add Tape Library/ media changer @ and hit the next button @ on the lower right.
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= (Quest NetVault Backup mingishe @- @ &acmind

NetVault Storage Configuration Wizard - Add Storage Devices
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single virtual disk device
Virtual tape library / mecia changer
e ohsicyl tave device

[+ ey ren s | @

AGE NEEVaUTR SMIrDEk
Acd Quest DR Device
Add Data Domain Boost Device

Re-acd previousty generated virtual device

5 Provide a name for the VTL @, select the VTL changer path intended to control the changer LUN @ and
then click Next on the lower right @,

= Quest Netvault Backup mingih- @- @ &acmn-

MetVault Configuration Wizard - Add Tape Library (2/3)

1.1 (5T L700) SLTIH_0

SLREEN 00
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24041 (ETR LTSN SEZIN 00
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20

6 When the tape library scan is complete, click the Create Backup job @button to commit the library. The

VTL should show up ready for use.
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NetVault Configuration Wizard - Add Tape Library (3/3)
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Using VTL replication

Leveraging the VTL replication feature allows for native data replication between up to two or three DR Series

systems. This replication occurs at the tape level insuring restorability even if the replication is not completely in-

sync.

Configuring the DR Series system for VTL

replication

Native VTL Replication must occur between two DR systems; but, optionally, can be configured for up to three

systems. The primary VTL is referred to as the Source, the first replication target is referred to the Replica Target.

The optional second replication target is referred to as the Replica Cascade.

Prerequisites:

e Both the Source, Replica Target, and Replica Cascade VTL should be created. Follow the corresponding

Configure VTL section of this guide if assistance is needed in creating VTL'’s.

e The Source, Replica Target, and Replica Cascade VTLs need to be of the same Tape Size.

1 On the DR web GUI of the Replication Source system select Replications, then click the Action Menu in

the upper right and click Add Replication.

OueSt DR4300

dr4300-27 systest ocarina. local

administrator o

systest.ocarina.local

' Replications

System Configuration

Support

»

0 Item(s) found.

Globalview ' DefaultGroup/Replications
Dashboard »

Source ~ Status ¢ Replica & staws & ¢ Flogout
Containers




2 In the resulting wizard select Replica only if only two DR systems are replicating. If a Replication Cascade

is desired select Replica & Cascade. Once finished click Next.

+ Add Replication

Choose replication type: @ Replica only O Replica & Cascade

|m . * Cancel

3 Select the Select local container dropdown and click on the source replication VTL name. Click Next to

proceed.

+ Add Replication

Source Container

Select container location. @ Local ©Q Remote

Select local container: | VTLA -

< Previous % Cancel

4 In the Encryption option select either 128-bit or 256-bit AES encryption if desired. If this is not needed

leave the “Not Enabled” option selected, then click Next.

=+ Add Replication

Source Container = Replica Container

I Encryption O NotEnabled O AES 128-bit @ AES 256-bit I

< Previous x Cancel

5 Enter the Username and Password with the corresponding information from the Replica target. Enter the
Fully Qualified Domain Name or IP address of the Replica Target in the Remote Systems field. Click the
Retrieve Remote Container(s) button and the Select remote container drop down menu should populate.
Select the Select remote container drop down and click the Replica Target VLT name from the list. Once
finished click Next.

L]
1 NOTE: The default Username is administrator with a default password of StOr@ge!



+ Add Replication

Replica Container

Select container location: @ Remote
Username: Ol administrator I

Pass‘vard.
Remote system: Ol dr8300-07.systest.ocarina.local I

| Relrieve Remote Container(s) I

Select remote container: | VTLtest - I
£ Previous | Next > I  Cancel

NOTE: If a Replica Cascade is being configured the next screen will look exactly like Step 5. Fill in the

Username, Password, Remote system, and Select Remote Container fields as they pertain to the
Replica Cascade VTL target.

6 The next wizard screen is a summary of the configuration. Click Finish to apply the configuration

+ Add Replication

Summary

Source Container
Location: local
Name: VTL1

Source Container = Replica Container

Encryption: AES 256-bit

Replica Container

Location remote

Remote System: dr6300-07 .systest.ocarina.local
name VTLtest

< Previous - x Cancel

7 After a few moments, the replication should appear on the Replications page. Monitor replication status by
clicking the + icon to the left of the replication in question.



Quest DR4300 administralor gl o
d = drd300-27 systesLocarina local systest ocanna local -
GlobalView *  DefaultGroup/Replications
Dashboard .
€ Local container(s) in hold
containers Source = Status = Replica = Status + Cascaded Replica =
Replications = dr4300-27 ars300-07
VL1 m VTLitest n
—
Systam Configuration >
Support v I:I u I:I
Peer Status: Onling
081252017 141546 Peer Bandwidih Default
UsiFaciic-New State REPLICATING
Encryption AES 256-bit
Percent done 0%
Replicalion Average Transfer 0 bytesisec
Rate
Replication Peak Transfer 0 bytesisec
Rate:
Network Average Transfer 16.00
Rate bytes/sec
Network Feak Transier Rate 60.00
bytesisec
Network Bytes Sent. 1K
Pending Bytes: /]
Estimated Time 1o Sync: Caleulating...
Dedupe Netwerk Savings 0.00%
Compression Network 0.00 %
Savings.
Last INSYNC Time unavailable
Time Lintil Scheduled Run in Window

Restoring from a replica or replica cascade

Before attempting to restore from replication, it is important to understand how NetVault: Backup handles tape
backups. All tapes have a barcode, a MID and a logical label, which are stored in the NetVault:Backup database
with a matching Media Object. If the barcode were to change the MID would not match what is assigned to the
logical media label. It should also be noted in the examples we use a iSCSI library. The steps are the same no
matter the protocol type, the only change is the access protocol used on the replica library. Also if the FC protocol
is used some switch zoning may be needed.

L NOTE: Itis import to note that only fully in-sync tapes are available on the replica site. What is restorable

is affected by how in-sync the containers are at point of failure.

Understanding re-serialization

When activating a Replica VTL for restore it is possible to reserialize the VTL. This operation temporarily changes
the library serial number and the tape barcodes so that a DMA will see it as a completely new/independent Tape
Library. This feature can optionally be used in NetVault: Backup but should only be used with restoring to a
different NetVault: Backup Server which has not seen the library before. If VTL reserialization is done to the

original NetVault: Backup instance, a catalog of the media will be required.



Possible restore situations

There are two general situations in which restores from replicated data would be performed.
o Arestore to the original NetVault: Backup server, it is assumed the NetVault: Backup server database is
intact.
o0 In this example just the Primary Site DR or access to it might be down.
o All the tapes will have barcodes that match what is stored in the NetVault: Backup database.
0 Reserialization is not needed.
e Arestore to a new/temporary or alternative Netvault: Backup server in which case it is assumed the
NetVault: Backup database is different.
o0 A new/temporary NetVault: Backup install might be used to restore the original NetVault: Backup
Database.
0 Anindependent NetVault: Backup server at a DR site is being used for restore at an offsite location.

0 Reserialization is not needed

Restoring from a replica VTL onto the original NetVault: Backup

server

In this case, it is assumed that the NetVault: Backup database is intact. The barcodes of each tape will have a
matching entry in a Media Database. Because of this, reserializing is not required. If reserialization occurs, an
additional library would be added, but the tapes would not be in a Media Database. A catalog of the reserialized
library would be required to restore these tapes. It is also assumed that the source DR is offline, and the VTL is

no longer mounted to the Media Server.

1 First, you need to activate the VTL. This involves configuring it with a connection protocol and bringing the

replica tape library online. In the DR Series system GUI navigate to the Containers page.

2 Click the edit button on the Replica target VTL.

OUF‘C:t DR4300 administrator . 0 H
e Ardd00-27 systest ocanna local systest.ocaring.local H
Clobalview + DefaultGroup/Containers
Dashboard »
Container Marker Typs Access Protocol Cennection Status % Replication + Actions
R‘:‘S ications backup Auto NF3.CIFS Avallable, Available Mot Confiqured u m n
Syslem Conhguration J VL1 Aute VTL ISCS1 Avallabie Online -l E n n
Support >
2 em(s) found

3 Select the VTL Access Protocol desired and fill in the IQN, FQDN, IP address, or port initiator WWN of the

media server depending on which protocol is selected. Click Next, then click Save on the Summery Page.



(& Edit - VTLA1

Robot Model

® Quest DR_L700
Tape Size 800GB
[ VTL Access Protocol O FC O NDMP @ iSCSI O No Access |

| IQN, FQDN or IP Address

‘ 1QN, FQDN or IP Address

Marker Type

Add More Tapes (no. of tapes)

Auto

anhed the m

>
1
i)
1)

1)

£ Previous | Next » I [ Finish x Cancel

NOTE: Now that the Target VTL has an access protocol we need to activate it. This makes the Replica

VTL readable

4 Navigate to the Replications page, and then expand the replication in question to review its replication

5

statistics. Check the Percent Done. If this is 100% In-Sync then click the Activate button on the

replication line.

Quest DR4300

ard300-27 systest ocannalocal

administrator . 0

systest ocarina local :
GlabalView *  DefaultGroup/Replications
Dashboard
asnboar O Local container(s) in bald.
Conlamers Source = Status = Replica = Status = Cascaded Replica 3
icat 5300-07 dr4300-27
J(povcesr: | O = o K2
Syslem Cenhguration " n ﬂ @n
SUPW“ ' Peer Status: Online
09/25/2017 14-48:13 Pesr Bandwidih: Detault
US/Pacific-New Stale. INSYNC
Encryplion AES 256-bit
:> Percent done: 100 %

In the window that comes up enter 00 as the re-serialization code for replica. This will insure the library

has the same serial numbers and barcodes it did originally. If the VTL is in sync click Activate, if it is not in

sync click Force Activate.

Reserialization code for replica: ‘ 00

Activate VTL target Replica Container - VTL1

| « Activate I « Force Activate X Cancel
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6 At this point the Library will be online and available. The next step is to connect the library to the NetVault:

Backup Domain. Please reference sections specific to configuring your chosen protocol such as,
Configuring the iSCSI Target in windows/linux and Verify the FC VTL is seen — Windows

7 Once the VTL is seen by Windows, the Tape library will be seen by the NetVault: Backup server as well.

Because barcodes match the NetVault: Backup Media Database, the library will not be useable again.

Restoring from a replica VTL on an alternative NetVault:

Backup Server

In this case, it is not possible to assume the NetVault: Backup database is intact. The barcodes of each tape will
not have an entry in a NetVault: Backup media database. Either way, the tapes need to be catalogued before a
restore is possible. Reserialization is not necessary.

1 You need to activate the VTL. This involves configuring it with a connection protocol and bringing the

replica tape library online. In the DR Series system GUI, navigate to the Containers page.

2 Click the edit button on the Replica target VTL.

OUeqt DR4300 administrator . 0 =
o Ard300-27 systest ocanna local systest.ocaning local -
Clobalview + DefaultGroup/Containers
Dashboard »
Centainer = Marker Type & Access Protocel # Cennection Status & Replication Actions
ch ications backup Auto NF3.CIFS Avallable, Available Mot Confiqured u u n
System Conhguration 4 VTL1 Auto VTL ISCSI Avallacie Online .ﬂ n n
Support >
7 Memis) found

3 Select the VTL Access Protocol needed, and enter the IQN, FQDN, IP address, or port initiator WWN of

the media server depending on which protocol is selected. Click Next, and then click Save on the

Summary Page.

(" Edit - VTL1

Robot Model

Tape Size

800GB

| VTL Access Protocol

O FC O NDMP @ iSCSl O No Access I

| IQN, FQDN or IP Address

1QN, FQDN or [P Address

)

Marker Type

Add More Tapes (no. of tapes)

| next> |

Auto

x Cancel




NOTE: Now that the Target VTL has an access protocol you need to activate it, which makes the Replica

VTL readable.

Navigate to the Replications page, and then expand the replication to review replication statistics. Check

the Percent Done. If this is 100% In-Sync then Click the Activate button on the replication line.

DR4300 administrator
OueSt ard300-27 systest ocannalocal systest oranina kocal . 0
GlobalView *  DefaultGroup/Replications
Dashboard
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uppcr‘ ' Feer Status Cnline
0GI75201T 14-4813 Fear Bandwidih Detault
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:> Percent done 100 %

In the window that comes up enter 00 for the re-serialization code for replica. This will insure the library

has the same serial numbers and barcodes it did originally. If the VTL is in sync click Activate, if it is not in

sync click Force Activate

Activate VTL target Replica Container - VTL1

Reserialization code for replica: 00

| « Activate I « Force Activate ® Cancel

At this point, the Library will be online and available. The next step is to connect the library to the Media

Server. Please reference sections specific to configuring your chosen protocol. I.E. Configuring the iISCSI
Target in windows/linux and Verify the FC VTL is seen — Windows.

Once the VTL is seen by Windows, the tape library will need to be added to the NetVault: Backup server.

This is because this library is new to this NetVault: Backup server. Please reference sections specific to
configuration your chosen protocol. |.E. Configuring the DR Series iSCSI VTL in NetVault: Backup or

Configuring the DR Series FC VTL in NetVault: Backup.

At this point, you will have a newly discovered Tape Library listed in NetVault: Backup. You need to run

the inventory and catalog. This is done in the catalog section of the Tape Infrastructure section of the

NetVault: Backup GUI.




Deactivating a replica VTL

Once all issues have been resolved make sure to disconnect your library and deactivate it. Then reconfigure
replication as needed.

1 To deactivate a library in the DR Series system GUI, navigate to the Replications page. Expand the

replication in question and click the Deactivate button.

DR4300 administrator .
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2 One the pop-up window click Yes.

Warning!

Are you sure you want to deactivate target replica container

"dr4300-27:VTL1" ?
:




Setting up the DR Series system

cleaner

Performing scheduled disk space reclamation operations are recommended as a method for recovering disk

space from system containers in which files were deleted as a result of deduplication.

The system cleaner runs during idle time. If your workflow does not have a sufficient amount of idle time on a
daily basis, then you should consider scheduling the cleaner to force it to run during a scheduled time. If
necessary, you can perform the procedure shown in the following example screenshot to force the cleaner to run.
After all of the backup jobs are set up, the DR Series system cleaner can be scheduled. The DR Series system
cleaner should run at least 40 hours per week when backups are not taking place, and generally after a backup
job has completed. Refer to the DR Series Cleaner Best Practices white paper for guidance on setting up the

cleaner.
1 Inthe DR Series system GUI, click System Configuration > Schedules.

2 On the Action menu, click Add Cleaner Event.

Quest Dia3a0 administrator g o

dr4300-27 systesl ocaring local syslest.ocaring local

GlobalvView 3 Active Directory Add Cleaner Event
Dashboard v Chent Connechions
B Cleaner Schedule Al - B Source Replication Schedule Al -
Containars Date And Time
s Al v Add Multiple Cleaners
Replications Enclosures Hun Cleanar Now
. Maon Tus Wed Thu Fri
Systam Confiquration Licenses
& Log Qut
Support ] Networking
I Schedules
OW252017 15.51.58
USiPachc-New SSL Certihcale
Storage Groups
Users

3 Define the schedule and click Save.

(& New

© Only one cleaner event is allowed per day.

Seteventfromstar‘tdayl Sunday v at 01 - . 00 v toendday Sunday v at 02 v 00 « I

‘ B save | % Cancel

The new cleaner event is displayed on the Schedules page.
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Monitoring deduplication, compression

and performance

After backup jobs have run, the DR Series system tracks capacity, storage savings, and throughput in the DR

Series system dashboard. This information is valuable in understanding the benefits of the DR Series system.

1 NOTE: Deduplication ratios increase over time. It is not uncommon to see a 2-4x reduction (25-50% total savings) on

the initial backup. As additional full backup jobs are completed, the ratios will increase. Backup jobs with a 12-week
retention will average a 15x ratio, in most cases.
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Appendices

A - VTL configuration guidelines

Managing VTL protocol credentials

Setting the NDMP tape server credentials

The default NDMP password is “StOr@ge!”. This can be modified by selecting the System Configuration menu €
and clicking Users@. On the Users @page click the icon@ on the ndmp_user line.

DRE300
QUeSt dr6300-46 systest ocarina local

GlobalView »  Active Directory

Dashboard »  Client Ci C
Role &

Containers »  Date And Time
+ aaministrator aaministrator, CIFS
Replications »  Enclosures

System Configuration » oenses + backup_user OST. RDA
Support » Networking 4+ iscsi_user 1Scsl
Schedules
11132017 1037:37 + namp_user nowe
US/Pacific-New SSL Certiicate

Alternatively, you can use the “user —setpassword —name <user>" CLI command to change the NDMP Tape

Server Password setting. For example:
> user --setpassword --name ndmp_user
Enter new password:
Re-type password:

Successfully updated User ndmp_user.

Setting the iSCSI target CHAP credentials

The default NDMP password is “StOr@geliscsi”. This can be modified by selecting the System Configuration
menu @ and clicking Users@. On the Users @page click the icon@ on the iscsi_user line.



L]
1 | IMPORTANT NOTE: iSCSI CHAP Passwords must be between 12 and 16 characters long.

DR&300
OUeSt dr6300-46 systest.ocarina.local \
GlobalView »  Active Directory sers
Dashboard »  Client Connections
Name « Role & Actions
Containers »  Date And Time 0
+ aoministrator administrator, CIFS
Replications »  Enclosures
System Configuration » oenses + backup_user OST. RDA
Support »  Networking 4 iscsi user 1SS!
Schedules
1H32017 10:37:37 + namp_user nowe O
US/Pacific-New SSL Centificate
Storage Groups 4 Item(s) found.

administrator@dr6300-46 > user --setpassword --name iscsi_user
Enter new password:

Re-type password:

WARNING: All existing iSCSI sessions will be terminated!

Do you want to continue? (yes/no) [n]? vy

Successfully updated User iscsi_user.

Managing VTL Media

Adding additional media to the VTL container

i NOTE: With a VTL container, it is very easy to add additional tapes when required. It is recommended to add tapes in
the increments of 50 and 100 to facilitate easy inventory from NetVault: Backup. Check the NetVault: Backup
recommendations for the maximum number of tapes supported.

To add media to an existing VTL container Click the Containers menu, then click the Edit Icon on the
corresponding VTL. Use the resulting wizard field Add More Tape (no of Tape) to input the number of tapes to

add to the VTL container and Click Next. On the view page click Save to finalize the change
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Alternatively, you can use the “vtl —update_carts” cli command for this operation. For example:

> vtl —update_carts --name TEST_VTL LALA —add —no_of _tapes 10

Created 10 cartridges

Managing VTL space use

General performance guidelines for DMA

configuration

The DR Series system (version 3.2 and later) provides inline VTL deduplication, compression, and
encryption at rest functionality. Backup applications (such as Quest NetVault, Veritas BackupExec,
Veritas NetBackup, and so on) should be configured so that any multiplexing, pre-compression, software-
side deduplication, or encryption is disabled. Enabling any of these features may adversely affect the

space savings and ingest performance of the DR Series system VTL feature.

Slots and media should be configured so as to accommodate the environment backup requirements.
Initially, the logical capacity of a VTL should be no more than twice the physical size of the DR Series
system. If the initial VTL setup is over-subscribed at higher than a 2-1 ratio without proper planning the
DR Series system could fill up prematurely and cause unexpected system outage. It is highly advisable to
configure the DR Series system VTL feature such that the media count be made to accommodate your
initial data protection requirements. and then media be added as the deduplication statistics become

available to ascertain growth, media, and space requirements.




e Media Type selection will depend on a number of factors including the DMA used, the backup cycles, data
sources, and more. As a general rule, using smaller tapes is better than using larger tapes so as to allow
for a higher level of control over space usage by backup operations. This also allows for easier handling in

the event of a system running out of physical space as well as the normal data cleanup procedures.

e Adding media to an existing DR Series system VTL is painless and should be leveraged to incrementally
add media as needed. Although this may require a higher level of involvement in managing the media

usage, it will result in better performance and avoid unplanned outages.

Physical DR space sizing and planning

Various factors such as total data footprint, change rate, backup frequency and data lifecycle policies will dictate
how much physical space will be needed to accommodate the Virtual Tape Libraries within a DR Series
environment. In addition, if other container types are hosted these two must be factored into space requirement
calculations. As a general rule the following can be used as a reference architecture to determine the basic

capacity needed for a given virtual tape library container:

1 Determine Existing Data Set

2 Determine the change rate (Differential)

3 Determine the retention period

4 Calculate the data footprint during the retention period for existing data sets based on a 10-1
deduplication ratio

5 Calculate the data footprint during the retention period for change rate data sets based on a 10-1
deduplication ratio

6 Calculate the ratios within the retention period for each of the data sets

7 Determine the lowest ratio data set to be retired within the retention period and create media of size that
closest matches this data footprint so that when a retention period is met the most amount of media is

recycled to invoke data reclamation alignment and optimizing media consumption.

IMPORTANT: If other containers are being configured to host CIFS/NFS/RDA or OST, these must also be factored

into the planning and management of space.

Logical VTL geometry and media size

The logical size of the VTL including media size and media count should be made such so as to accommodate
the existing data footprint targeted for protection. The calculation for such should include the initial footprint,
change rate and retention period. It should also take in account the size of both full and incremental data sets.
Using the smallest iteration of the data sets to dictate the logical size of the VTL media affords users the ability to
retire media in smaller increments which results in high levels of use and also provides the users the ability to
conduct operations across smaller objects which results in higher levels of flexibility such as when a restore is

needed during backup operations.



We can review a typical full weekly plus incremental daily example to demonstrate one method of conducting this
calculation. In our example the total logical foot print for the customer environment is 20TB and with a 10%
change within a weekly recovery point objective period for a complete weeks’ worth of protection we calculate
that we will require 22TB of total logical media to retain the data footprint for the given environment for one week.
In order to allow for disparities, we also include a 10% increase to allow for flexibility in the deployment and use
of the VTL which results in a 24.2TB total virtual media requirement for a single weekly retention period.

i IMPORTANT: Media can always be added as needed. Media cannot however be deleted so care must be taken in

order to avoid creating too many media items.

In the previous example at the end of the 5-week cycle the 1st week retires and frees up media to be reused or
recycled which once processed will allow the DR to reclaim the physical space associated with the virtual media.
Since the smallest data set footprint resulting from the change rate is 2TB in each incremental iteration we create
our media at 800GB increments and add as we grow. For this example, the initial Virtual Tape Library would be
created with 152 (121TB divided by 800GB) pieces of media at 800GB for each piece media.

20TB Total initial footprint with a 10% change rate

1 24.2TB 20TB 2TB

2 24.2TB 20TB 2TB

3 24.2TB 20TB 2TB

4 24.2TB 20TB 2TB

5 24.2TB 20TB 2TB
Total | 121TB

Media retention and grouping

Due to the nature of Virtual Tape Libraries media must be managed in order to insure that physical capacity is
reclaimed in an orderly fashion to avoid running out of space and disrupting operations. Media must be grouped
within the data management application, in a way that full data sets are targeted to separate media as
incremental data and they in turn are grouped by data sets that expire within the same period or that share the
same recovery point objective. This ensures that media can be reused effectively so that when full all incremental

data expire the logical space can be reconciled thus enabling the physical space to be reclaimed.



VTL media count guidelines

LTO-4 800GiB 2000
LTO-3 400GiB 4000
LTO-2 200GiB 8000
LTO-1 100GiB 10000
LTO-1 50GiB 10000
LTO-1 10GiB 10000

i IMPORTANT: With a VTL container, it is very easy to add additional tapes when required. We recommend adding
tapes in the increments of 50 and 100 to facilitate easy inventory from NetVault: Backup. Check the NetVault: Backup
recommendations for the maximum number of tapes supported.

Space reclamation

General guidelines

The DR Series Virtual Tape Library feature is presented to operating systems and data management applications
alike as devices either through iISCSI, NDMP, or FC protocol connectivity. The DMA interfaces with the virtual

tape library and all its underlying components including the drives and media though these specific protocols.

The DMA must interact with the virtual tape media during a recycle, reuse or media initialization process in order

for the DR to be able to reclaim space during its own cleaning cycle.

This two-step process is required so that the backup software can reconcile the space by marking the media as
expired then reusing it, consolidating space across volumes/tapes or by simply recycling the media into a scratch
pool. Once these operations have been completed the DRs own cleaning cycle should be used to reclaim that

virtual tape media space which in turn will free up physical space on the DR unit.

Implementing proper media pool, groups and recycling practices will allow the virtual tape media to be used at

optimal levels and that the underlying physical space be reclaimed accordingly by the scheduled DR reclamation.



L]
1 IMPORTANT: In general, the guidelines provided above should be sufficient for normal operations to insure proper

reclamation of space is conducted preemptively.

Refer your individual DMA applications for best practices and guidelines regarding tape reuse.
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