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Executive Summary

This document provides information about how to set up the DR Series system to run Virtual Synthetic Backup on
CommVault 11. This document is a quick reference guide and does not include all DR Series system deployment
best practices.

For additional information, see the DR Series system documentation and other data management application
best practices whitepapers for your specific DR Series system at:

http://support.quest.com/DR-Series

i NOTE: The DR Series system and CommVault screenshots used in this document may vary slightly,

depending on the DR Series system firmware version and CommVault version you are using


http://support.quest.com/DR-Series

Installing and configuring the DR

Series system for use with CommVault

CommVault software prerequisites

This guide applies to versions of CommVault version 11 and later. The screenshots used in this document may

vary slightly, depending on the version of the software you are using.

For CommVault version 10, there are patch requirements to add support for NDMP VTL. Refer to the CommVault

documentation for more information or contact support for details.

Installing and configuring the DR Series

system

1 Rack and cable the DR Series System, and power it on.

2 Inthe DR Series System Administrafor Guide, refer to the sections, “iIDRAC Connection”, “Logging in and
Initializing the DR Series System”, and “Accessing iDRAC6/iDRAC7/iDRAC8 Using RACADM” for more

information about using the iDRAC connection and initializing the DR Series system.

3 Log on to iDRAC using the default address 192.168.0.120, or the IP address that is assigned to the

iDRAC interface. Use the user name and password: “root/calvin”.



Integrated Dell Remote
Access Controller 8

Username:
root

Domnain;

This iDRAC ¥

Launch the virtual console.

System Summary

Server Health Virtual Consale Preview

cEoQoEQEE

Server Information Cuick Launch Tasks

After the virtual console is open, log on to the system as user administrator with the password StOr@ge!

(The “0” in the password is the numeral zero).




6 Set the user-defined networking preferences.

Jould you like to use DHCP (yessmno) 7

subnet mask:

ult gateway addr

DNS Suffix (example: abc.com):

» primary DNS serwver

ould you like to define a secondary DNS se

*lease enter secondary DNS server IFP address:

7 View the summary of preferences and confirm that the information is correct.

Set Static IP Address

IP Address 18 .86.188

Network Mask

Default Gateway 18.18.86.126

DNS fix idmdemo . local

Primary DNS Server 16.18.686.181

Secondary DNS Server 143.166.216

Host Hame DR4888-5

Are the above settings correct (yessmo) 7 _

Log on to DR Series system administrator console with the IP address you just provided for the DR Series

system. Use the username administrator and password StOr@ge! (The “0” in the password is the numeral

zero.).
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9 Join the DR Series system into the Active Directory domain.

i NOTE: If you do not want to add DR Series system to Active Directory, see the DR Series System Owner’s Manual for
guest logon instructions.

a Inthe left navigation area of the DR Series system GUI, click System Configuration > Active
Directory.
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b Click the Join hyperlink.
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Configuring CIFS and NFS containers

for CommVault

The topics in this section describe how to configure the CIFS and NFS DR Series containers for use with
CommVault.

Creating containers in the DR Series

system

For this procedure, you will need to create and mount the container.

1 In the left navigation area of the DR Series system GUI, click Containers, and, on the Action Menu in the
upper right corner of the page, click Add Container.

Gobalew *  Demo/Containers

Contiings = Marker Typs 5 Access Protecol § Connection Statas 3 Replication § Actions




2 Enter a Container Name, and, for Access Protocol, select NAS (NFS, CIFS), and click Next.

. DR4300 . v
OUE'SL -;ucéen systost osaning local ’ﬁ:?::::::il: i :
Globaliew ' Demo/Containers
Cinshboard .
P , 4 Add Container
Replications

Systam Configuration : Access Protocal @ MASINFS, CIFS) * '¢
Suspant ' comanertans © [sora e

wasao s | N R <
LS/Prciic-hm
Containe: = Miarker Typs & ecass Protocel & Cannection Status & Ruplication & Aections
hackap s NESCIES e — Mot Configanedt | @ | = |
i) four

3 Select the check mark for NFS or CIFS as appropriate, (setting the Marker Type set as CommVault) and
click Next.

i NOTE: (CommVault supports both CIFS and NFS protocols.)

=+ Add Container

Access Protocols & NFS & CIFS @

Marker Type CommVault v
CIEEN  care

4 Enter backup container information for NFS or CIFS, as appropriate, and then click Next.

m  NFS Options:

+ Add Container

NFS Options @ Read Write Access O Read Only Access
Map Root To Root -
Client Access @ Open (allow all clients) O Create Client Access List

Client FQDN or IP Address FQDN or IP Address

Allow Clients >

F .
£ Previous ' Next > l B Finish % Cancel

Setting Up the DR Series System as a Backup Target on CommVault - 14
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m  CIFS Options:

4 Add Container

CIFS Client Access @ Open (allow all clients) O Create Client Access List

Client FQDN or IP Address

Allow Clients ¥

< Previous ‘ Next > ' % Cancel

L]
1 NOTE: For improved security, Quest recommends adding IP addresses for the Backup console (CommVault Server,

CommVault Media Agents). (Not all environments will have all components)

5 Confirm the settings and click Save. Confirm that the container is added.

=+ Add Container

Storage Access Protocol

Access Protocol NAS (NFS, CIFS)

Container Name sample

Configure NAS Access & Marker
NAS Access Protocol NFS, CIFS

Marker Type CommVault

Configure NFS Client Access

NFS Options Read Write Access
Map Root To Root
Client Access Open (allow all clients)

Configure CIFS Client Access

Client Access Open (allow all clients)

et —
Q=ETH) x cancel
e

Adding target container(s) to CommVault

Follow these steps to add the target container(s) to CommVault.



1 Open the Commcell Console, expand Storage Resources, right-click Libraries, and select Add —>
DiskLibrary...

davidd-wzkUi-01 ; Conna¥ault:

Mome | Tock  Soap  Configuaston  Repots  Vew  Support - @

1 \ u ?‘.I ﬂ @ % Ej W r? commvault

cemmeall  gob Evant

Schadular Contral  What's  Gattng  Wab
wrroller o ViBuar i Panal  meu?  Stamed  Conssls i I
View Comfignn e Featiired

| Commncod Bromer 5 | o GctirgBotod x [ Ubearies x| 3 Job Controber x| M8 Evert Viwer x| 74 Schwdies 1 m
s davddwakd-n S dreddwiiin > @ Storage keource > [ Ubraies > 08
oo Commpuies (ecugrs
1 " Laptop Chents [ Nama | Stahs | Harudocturer | Wadel | Bescription |
T PReady sk Dk =
- L Cantruous Data Rephostar
Fin Syston
& ) Seauty
= il Storage Resources
+ @ mchphcnion Engrm
Ok Ly,
ot Shorags Lkeary..
Tope Linixy...
| e
| =l
I o ks
| = | | @ Conkert | [ Smmary
1 ckyect(s) | dvdt i | 103010+ | sy

2 In the Add Disk Library dialog box, enter a name for the Disk Library and information about the DR Series
system container, and click OK.

Home | Took  Storsge Corfiguration Reports  Vew Suoport - B

CommCall Jok Lvant Alert  Schadular Costrel What's  Gateing wab
Correlar o« Viewar " Pansl nau? Sramed Congal 1 f) 1
View Cortlipure Teaimed
|| commcet Bvowrser 2 | o oeorazetsd % B braries x | [ kboenwoker x | M Event e x [ sthedss x 4
o davaddwaii01 | B cwasaeaia0l > Bl Sersge Pasowcss > [l Lbrares >
< W80 Clert Computer Groups -5
Hove:

e e peae Name the library

27 dpadswBB 2
=11 Contnucus Dsts Repkcator

5L Seauty
T —

Enter credentials of DR container Default: administrator/StOr@ge!

4 | Cortmrt Dumctis
=1 oy Wkl

T oot Enter DR container share path

ol gares

2 | [0 Cortert | @ Sy

daviddwB&01 | 10 P1b+ | admin

3 Confirm that the library is created, and that the status is Ready.
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rllgure Faatured
7 Gettieg Started > [ Ubrartes x| [ b Cortrolor x| M Event iewer x| scheduies :
S dradbwii01 > B Storage Reoces > [ Lisanies (NaT)
Marme | Shabus Manifachurer | Madel | Drscriphion 2
| st ] =
502
i L3 Contiruesss Data Rephcator
P System
i ool Erowsser
=l

| = | B Content| ) Summary

ik wZhB-01 | 1050 1e | ackin

Setting up a single system environment

(DR Series system as NFS disk library)

1 Mount the DR container NFS export onto a Unix/Linux Media Agent.

EP root@DavidD-RHELE-01:/ = | =

2 Open the CommCell Console, expand Storage Resources, right-click Libraries, and select Add >
DiskLibrary...
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7@ dnvidkd-wizkl)-01 ; Comenyault® Simpans®

In the Add Disk Library window, enter the name for the Disk Library and the mount path of the DR Series

system container export, and click OK.

Wme  Tock | Boage | Corigraten Rrpots Vew  Suat &
é ad e g i commvault
Library and Media Hardware Auray Shared Cataley
Diive £, f, .
Stosage Index
| s Crrereel B L e Gotting Rarted x [ Libracies | i@
5% dvidd-vicbi-o1 £ devddniEol > 8 Storage Rescurces > [ Livares > rod
i B Chert, Compuites Gronges ~ - — ~
5 0 Gl Compubins | Hame | Sk | Mantactire Ml | Desergtion 1#|
w4 seoty Ew Resdy [ [ |
7 Storage Rescurces T Feady ik Duk
+ @ Deduhcation Lngnes oz [ o Disk
. i Digh Dk
Ok Lbeary... o i
Cloud Storage Lbrary...
Tagm Lwary..
o Gt el meser
SL =
[ Contert | [{ Sumeery
5 cbiectls) | G001 | 105016+ | s

g dhavicd-wkB-01 ; Comm¥ il § Sirianad M=

Mot ook | Storspe | Configurstion Reparts WVew Suppart

2 m = - @

& op

commuvault

Ibaary and adia arduaie T4 GSharad Cataley
i o [ SIMPANA.
Storags Index
| el trowser b GuemngStated % [ Libranes x| irE
B deaddndt0l > G Stoeage Resources > B Lbraries > Y-
[ Harre 1 Ratus 1%
A o= Racdy |
At ez Raady
A ez Reacty
|
| o frm Name the librarv
o [ v Toacher Medogert:  [adb-HrELE-01 =]
L Pokoes.
= & Reports
) |4 Content Deecter  Local Path
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" Dk Device: |,Eb
b Werfows E]] Enter the mount path
1 Network Path
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JREC [ [
k|

: [ Contert | @ Summary
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4 Confirm that the library is created, and the Status is Ready.
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Setting up a replicated environment

The replicated system environment includes a minimum of two DR Series systems that are connected to two

different Media Agents. For more information, refer to the CommVault documentation at:

http://documentation.commvault.com/hds/v10/article?p=features/remote_office/remote_office_how_to.htm

Follow these steps to set up replication.

1 Inthe CommCell Console, on the Storage tab, click Library and Drive.

prodcs vi0 SP1 CommCell Console

| Storage Configuration | Reports View
N B gL =

Library and Media Hardware Array Shared Catalog
Drive Management Maintenance Management Configuration
Storage Index
ﬂ CommCell Browser n : E} Job Controller x

53 30b controller



http://documentation.commvault.com/hds/v10/article?p=features/remote_office/remote_office_how_to.htm

2 Select all the Media Agent(s) that will participate in replication, click Add to add to Selected MediaAgents,
and then click OK.

f@'Library and Drive Configuration {CommServe Host: davidd-w2ks-01)

~Selected MediaAgent

L fJSeIect MediaAgents | %] I_
_I Available Mediadgents: Selected Mediafgents: |
K]

-

DavidD-RHELE-01

davidd-wzks-01 &I
== Remove |
add all = |

=2 Remove Al |

(6] 4 I Cancel | Help |

B4 start I

L]
1 | NOTE: To configure a shared library, make sure you select all of the MediaAgents that share that library.

3 In the Information dialog box, click OK to continue.

Information

I-ol Please configure storage devices on the new MediaAgents.
- - For SCSI devices, select detect/configure devices
- For other devices select the Add menu

-

4 Click the Shared Disk Device tab.

qLihrary and Drive Configuration {CommServe Host: davidd-w2k8-01)

Selected Mediangent:

DavidD-RHELG-01
davidd-rhele-02

[y Libraries | (— Data Pihs (=8 shared Disk Device | I
| Disk Devices
[#-{= Device_2
Device_4

a Click Start, and select Disk Device > Add Network Sharing Device...



’JLihrary and Drive Configuration {CommServe Host: davidd-w2k8-01})

~Selected Mediafgent:

[y DavidD-RHELE-01
[y davidd-rhels-oz

[y Libraries I () Data Paths Shared Disk Device

|5, Disk Devices
Device_2
Device_4
Device_5
Device_6
i— Device_7

Select MediaAgents...

Yolume Explorer

Add 3

NDMP 3

Centera ]

Disk. Device 4 ebwork Sharing Device. ..

Help lm
Exit

5 In the Add Sharing Folder dialog box, enter the source DR Series system container share/export

information and then click OK.

Add sharing Folder [ x|

Device Mame:  SharingDevice#

Madiadgent: IDavidD-RHEL&-Dl j

Select the name of MediaAgent accessing this mount path

~Sharing Folder Properties

— % Local Path

Falder: | J

™ € Hebwork Path Linux MediaAgent can only select local path
Connect As I
Fassword; I
Werify Password) I
Windows MediaAgent can select both local and network path
Fofder: I J

¥ Preferred

[~ Read Only

Ok, I Cancel Help

NOTE: This Device is the replication source. Device information is based on the protocol that the container exposed
to the MediaAgents.

The system displays the device information with the MediaAgent that can access the device in Library and

Drive Configuration window.



brary and Drive Configuration {CommServe Host: davidd-w2k8-01})

~Selected Mediafgent:

[ Davido-RHELE-01
[y davidd-rhels-oz

B Librariesl () Data Paths Shared Disk Device

A Disk Dewices

Device_2

1—) Device_4
Dievic

Eam ]|

Right-click the device, and then click Add Replica Sharing Folder.

’JLihrary and Drive Configuration {CommServe Host: davidd-w2k8-01)

—5Selected Mediadgents

[ Davido-RHELE-01
[y davidd-rhels-0z

E Libraries | () Data Paths shared Disk Device

|57, Disk Devices

: i— Device_2
Device_4
Devicg—=
= Fq

Add Primary Sharing Folder...

Devic Add Replica Sharing Falder, ..
1— Devic n
Configure
Deconfigure

Deconfigure Far All Selected Mediafgents

Delete

Set Metwork Access Info For all Windows Mediadgents. ..

Properties

4l start I Il ohjectis)



7 In the Add Sharing Folder dialog box, enter the target DR Series system container share/export

information and then click OK.

Add sharing Folder | | I

Device Mame: Device 5

Select the name of MediaAgent accessing this mount path

Mediadgent:

Sharing Folder Properties

% Local Path

Folder: I J

= 1= Mebwork Path

Linux MediaAgent can only select local path

Connect As:

Bassword; I
Werify Passyard) I

Windows MediaAgent can select both local and network

Falder: I J

[~ Preferred

¥ Read nly
oK I Cancel Help

NOTE: This Device is the target destination of the replication. Device information is based on which protocol the

container is exposed to the MediaAgents.

8 The system displays the device information with which the MediaAgent can access the device in the

Library and Drive Configuration window.

@ Library and Drive Configuration {CommServe Host: davidd-w2k8-01)

~Selected Mediafgent:

[ Davido-RHELS-01
By cavidd-rhels-0z

[y Libraries | (=) Data Paths 62 Shared Disk Device

i, Disk Devices
1— Device_2

{52 Device S
(=8 *Folder(DavidD-RHELE-01 (/DR ) Configured)
FnIder(davidd-rh&ls-DZ)(jDRZ)(CDnFigurEd)
i— Device_6&
1= Device_7

3l Start | |




9 On the Libraries tab, click the Start menu, and select Add > Replica Disk Library.

oLibrary and Drive Configuration {CommServe Host: davidd-w2k8-01)

~Selected MediaAgent:

[ Davido-RHELS-01
[y davidd-rhels-0z

—
I l: Libraries I|=. Data Paths I Shared Disk Device

i Libraries
DR{Configured)
DR2{Configured)
DR22{Configured)
drb{Configured)
savings{Configured)

Select Mediafgents. ..
Detect/Configure Devices, ..
Add 4 Disk Library. ..
MDMP 4 Replica Disk Library. .. I
Centera 4 Cloud Storage Library...
Disk Device 4 Disk. Library with Automated Mount Path Detection.. .
Help PrP Disk Library. ..
Exit 1P Library. ..
|E Start II Cell-Shared Library...

10 In the Add Disk Library dialog box, enter the Alias, clear the Enable replication checkbox, and click OK.

Library Mame: DiskLibrary#

Alis: | Name of the disk library

Unigque I0: Unassigned

[~ Automatically create storage policy For new data paths

oK I Cancel | Help |

11 In the Share Mount Path dialog box, select the device configured previously, which has two sharing

folders on both the replication source and replication target, and then click OK.

Shared Mount Path(Replicated_Disk_Library) 3]

e SR R eplicated Library

Replicated Libra [

MediaAgent: imediaagent

Select the disk device that you want to associate as the mount

Sharing Folder Properties

oK ] | Cancel [ Help

12 Verify the disk library is configured.



Selected Medadgents
medizagentd1
[y medisagentos

B Lbraries | = Dota patrs | @2 Shered Disk Device
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Configuring Rapid CIFS and Rapid
NFS for CommVault

For Windows

Windows prerequisites

e The Media Agent OS must be the 64-bit version of Windows 2008 R2 or Windows 2012/R2.
e The DR container share must be mapped on the Media Agent.

L]
1 NOTE: For the accelerator to work properly, the backup traffic must go directly to the DR Series system. For

CommVault, you should install RDCIFS on the media agents.

Installing Rapid CIFS on a CommVault Windows

media agent

Follow these steps to install Rapid CIFS.
i NOTE: Rapid CIFS should only be installed on a media agent. Any traffic between Client and Media
Agent will not be accelerated.
1 Download the MSI to the Media Agent by doing the following:
a Go to support.quest.com/DR-Series and select your product (such as, DR4100, DR6300, etc).

b On the support page for your product, click Software Downloads.


http://support.quest.com/DR-Series

¢ For the RDCIFS plugin for your DR Series system OS version, click the Download icon to download
the installer package (.msi file).

Run the MSI and follow the instructions in the installation wizard as shown in the screenshots below. Click

Finish when installation is complete.

Welcome to the Quest Rapid CIFS Filter
Driver Setup Wizard

The Setup Wizard will install Quest Rapid CIFS Filter Driver
on your computer, Click Next to continue or Cancel to exit
the Setup Wizard.

Ready to install Quest Rapid CIFS Filter Driver Quest

Click Install to begin the installation. Click Back to review or change any of your
installation settings. Click Cancel to exit the wizard.
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]ﬂ Quest Rapid CIFS Filter Driver Setup

Completed the Quest Rapid CIFS Filter
Driver Setup Wizard

Click the Finish button to exit the Setup Wizard,

[ Foisn | |

Verify that the “rdcifsfd” driver is loaded by using the command fltmc.

.| Administrator; Command Prompt

icrosoft Windows [Uersion 6.2.92081
(c» 2012 Microsoft Corporation. All rights reserved.

ssUserssAdninistrator>f ltme
Filter Mame Num Instances Altitude

3@1688
135008
psvctrig 4608068

SUzerssAdninistrator’

NOTE: For more information, such as about troubleshooting and logging, refer to the DR Series Rapid CIFS & Rapid
NFS Guide.



For Linux

Linux prerequisites

e The Media Agent OS must be the 64-bit version of CentOS or SUSE.

e The FUSE module should already be installed, as follows. On NFS Media Agent, run the command below

and verify the command output:
# rpm -qga | grep fuse
fuse-2.8.3-4.el16.x86_64
gvfs-fuse-1.4.3-15.e16.x86_64
fuse-1ibs-2.8.3-4.e16.x86_64

e The plug-in must be installed on the designated Linux-based media agent in the following directory,

/usr/openv/lib/.

-
1 | NOTE: For the accelerator to work properly, the backup traffic must go over NFS directly to the DR Series system and

not pass through a media agent. If that is the case, you should install RDNFS on the media agent.

Installing Rapid NFS on a CommVault Linux media
agent

Follow these steps to install Rapid NFS.
1 Download the installation package to the Media Agent using the following steps:
a Go to support.quest.com/DR-Series and select your product (such as DR4300, DR6300, etc).
b On the support page for your product, click Software Downloads.

¢ For the RDNFS plugin for your DR Series system OS version, click the Download icon to download

the installer package (.bin.gz file).

d Use WIinSCP or a similar utility to copy the package to the NFS Media Agent. The plug-in must be
installed on the NFS Media Agent in the following directory, /usr/openv/lib/.

2 On the NFS Media Agent, assuming that the current working directory has the installation package named
QuestRapidNFS-4.0.3036.0-centos5.7-x86_64.bin.gz, run the following commands in order:

gunzip ./ QuestRapidNFS-4.0.3036.0-centos5.7-x86_64.bin.gz
chmod a+x ./QuestRapidNFS-4.0.3036.0-centos5.7-x86_64_bin


http://support.quest.com/DR-Series

3 Do the following:

a Run the installer:

./QuestRapidNFS-4.0.3036.0-centos5.7-x86_64.bin —install

b Create a directory on Media Agent:
mkdir /mnt/backup
¢ Mount the DR Series system NFS container on the Media Agent with the CommVault marker:

mount -t rdnfs dr4300-26:/containers/backup /mnt/backup —o marker=cv .

i NOTE: For more information, such as about troubleshooting and logging, see the DR Series Rapid CIFS & Rapid NFS
Guide.



Configuring VTL for CommVault

Creating and configuring iSCSI VTL

container(s) for CommVault

Creating the iSCSI VTL container for CommVault

You need to create and export the iSCSI container in the DR Series system GUI.

1 Inthe DR Series system GUI, select Containers in the left navigation area, and then, on the Action Menu
in the upper right corner of the page, click Add Container.

QUBSE TS i i

TR * Demo/Containers

Dashbaard
(-;—-— —-_-'—-E_) p— Marken Type 3 Aorsa Prsosel Comnestion Staius 3 Replication &
R-';:::;xl'l:. i A HEBL Avitatd itk Nt Contigured

Systern Configuration. — » ssnple Cormtaat GO Bunatatln, Aicasasle

Buppert

W Pailic-New

2 Enter a container name, select the Virtual Tape Library (VTL) Access Protocol option, and then click Next.

+ Add Container

Access Protocol @ Virtual Tape Library (VTL) - ¢
Container Name @ | VTL1




3 Do the following:
a Make sure that the STK L700 Robot Model is selected.
b Select the iSCSI VTL Access Protocol.

¢ Specify the DMA Access Control by providing the storage node / media node IP Address, IQN or
FQDN.

d Select the CommVault Marker Type.

e Click Next.

+ Add Container

Robot Model O Quest DR_L700

Tape Size 800GB (Max Num of Tapes is 2000) -

VTL Access Protocol O FC O NDMP No Access

Marker Type | CommVault - ‘

o

NOTE: Refer to the section, “Managing VTL space usage,” later in this document to determine the correct Tape Size
to use.

4 Click Save to finalize VTL creation.

+ Add Container

Storage Access Protocol
Access Protocol Virtual Tape Library (VTL)

Container Name VTL1

Configure Virtual Tape Library

Robot Model STK L700

Tape Size 800GB

VTL Access Protocol iscsl

IQN, FQDN or IP Address iqn.1991-05.com.microsoft:ré630-28.systest.ocarina.local
Marker Type CommVault

N
EE) x cancel
S




Configuring the iSCSI target - Windows

1 You configure the iSCSI Initiator Software for Windows by providing the IP or FQDN of the DR Series
system in the Quick Connect > Target field.

2 Click Quick Connection to open the Quick Connect dialog box, which indicates that a connection is made

but is set as inactive.

iSCS1 Initiator Properties [x]

Targets | Discovery | Favorite Targets | Volumes and Devices | RADIUS | Configuration |
Quick Connect

To discover and log on to a target using a basic connection, type the IP address or
DNS name of the target and then dick Quick Connect,

- ommm|| Quest

Discovered targets

Name status DR4300
ign. 1984-05.com.quest:. 390190 1.r630-28iscsi-vtl. 10 Connected
L1 e R £ LA 1 AR dr4300-26_systest.ocarina local
Targets that are available for connection at the IP address or DNS name that you
provided are listed below. If multiple targets are available, you need to connect
to each target individually.
I:d( using adv sons, select a target and then : mauﬁhgeﬂbe&*&:ﬁ:l&uﬁaWTammmamt
To completely disconnect a target, select the target and Discovered te
P Disconnect targe

Name
For Drgel properties, induding configuration of sessions,
select the target and dick Properties.

For configuration of devices associated with a target, select
Devices,

3 Close the dialog box, and then select the newly discovered target. This target will have an Inactive Status,
as it requires authentication parameters for iSCSI login.

a Select the Target from the list.
b Click the Connect button.

¢ Inthe Connect to Target dialog box, click Advanced.
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iSCSI Initiator Properties

Targets | Discovery | Favorite Targets | Volumes and Devices | RADIUS | Configuration |

Quick Connect
To discover and log on to a target using a basic connection, type the IP address or
DNS name of the target and then dick Quick Connect.

@.mn.mmum.m Tnactve_——>

Target: ] Quick Connect...
Discovered targets

Name: Status

iqn. 1984-05.com. quest:. 390190 1.r630-28-iscsi-vtl. 10 Connected

To connect
diick

To completely disconnect a target, select the target and
then diick Disconnect.

For target properties, induding configuration of sessions,

using advanced options, select a target and then

Quest

DR4300

dr4300-26 systest.ocarina local

Target name:
[mmafos.mn.m‘mmmum

["] Add this connection to the list of Favorite Targets.
This will make the system automatically attempt to restore the
connection every time this computer restarts.

] Enable multi-path

select the target and dick Properties.
For configuration of devices assodated with a target, select Duvices.
the target and then dick Devices. =

© 2017 Quest Software Inc. All Rights Reserved

4 Select to Enable CHAP log on, enter the Name and Target Secret / Password, and then click OK. (Refer

to Appendix A for more information about iSCSI accounts and credentials.)

Advanced Settings [7]

General | IPsec |

[~ Connect using

Local adapter: IDefau\t j
Initiator IP: IDefau\t j
Target portal IP: IDefau\t j

[ CRC [ Checksum

™ Data digest ™ Header digest

K

Enable CHAP log on )o

CHAP helps ensure connection security by providing authentication between a karget and
an initiator.

To use, spedfy the same name and CHAP secret that was configured on the target For this
initiator, The name will default to the Initiator Mame of the system unless another name is
specified,

ame: I dr3-interop-a7

Target secret: quuu.uu|

Perform mukual authentication

To use mutual CHAR, either specify an initiator secret on the Configuration page of use
RADILS,

™ Use RADIUS to generate user authentication credentials
I Use RADIUS to authenticate target credentials

Cancel

o |

Apply
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The iSCSI target should now show as connected, and device discovery can now proceed.

Targets | Discovery | Favorite Targets | Volumes and Devices | RADIUS | Configuration |
Quick Connect
To discover and log on to a target using a basic connection, type the IP address or
DNS name of the target and then dick Quick Connect.

Target: | ] | Quick Connect...
Discovered targets

Name Status

ign. 1984-05. com. quest:, 390 190 1.r630-284scsi-vtl. 10 Connected

iqn, 1984-05.com, quest:. 350190 L.vii1.20

To connect using advanced options, select a target and then m

dick Connect.

To completely disconnect a target, select the target and
then dick Disconnect. Leawrec

For target properties, induding configuration of sessions, mm
select the target and dick Properties. —

For configuration of devices assocated with a target, select
the target and then dick Devices.

5 Open the Server Manager Snap-in and verify that the newly connected devices appear in the Device
Manager. Verify that the Library and IBM Ultrium-TD4 Devices are visible.

NOTE: Refer to the article at: http://catalog.update.microsoft.com/v7/site/lhome.aspx for more information and
assistance in acquiring Microsoft Device Drivers, for example, StorageTek Library Drivers.
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5.! Rales -
@;-'I Features = ﬁg Batteries
= Fm Diagnostics

o 1Y
@ Event Viewer D.onkmdu. &
(%) Perfarmance i isecrives
= Device Manager - Display adapters

= Eﬁ!' Configuration " DVDICD-ROM drives .
_‘_‘,‘” Storage Uﬁ,‘ Hurman Intetface Devices

= g IDE ATAJATAPI cortrollers
ZZ Keyboards

] Me_dium Changer devices
Unknown Medium Changer
]---B Mice and other pointing devices

H ‘; Monitars

) 8" Mebwork adapters

]E’ Parts (COM & LPT)

H- ¥ Processors

/€3 Storage contrallers

System devices

= Tape drives

- l_j IBM ULT3580-TD4 SCSI Sequential Device
- l_j IBM ULT3580-TD4 SCSI Sequential Device
: l_j IEM LLT3580-TD4 SCSI Sequential Device
@ [BM ULT3530-TD4 SCSI Sequential Device
IBM ULT3580-TD4 SCSI Sequential Device
IBM ULT3580-TD4 SCSI Sequential Device
IBM ULT3580-TD4 SCSI Sequential Device
IBM ULT3580-TD4 SCSI Sequential Device
IBM ULT3580-TD4 SCSI Sequential Device
IBM ULT3580-TD4 SCSI Sequential Device
[ i Universal Serial Bus controllers

Frm W B e B e O e B W

M

If devices are not visible, right-click the computer hostname, and click Scan for hardware changes.

Device Manager

i Disk drives
Display adapters

s DVDJCD-ROM drives

W5 Human Interface Devices
i IDE ATASATAPT controllers




Configuring the iSCSI target — Linux

Before you begin the following steps, ensure that the iSCSI initiator is installed (iscsi-initiator-utils). For example:

yum install iscsi-initiator-utils; /etc/init.d/iscsi start

To configure the iISCSI target for Linux, follow these steps.
1 Add the CHAP Authentication details for the DR Series system on the Linux Initiator as follows:
a Edit /etcliscsiliscsid.conf and uncomment the following line:

node.session.auth.authmethod = CHAP

b Modify the following lines:
# To set a CHAP username and password for initiator
# authentication by the target(s), uncomment the following lines:
node.session.auth.username = iscsi_user

node.session.auth.password = StOr@gel!iscsi

2 Set the Discovery Target Node(s) by using this command:

iscsiadm -m discovery -t st -p <IP or IQN of DR>

For example:

iscsiadm -m discovery -t st -p 10.8.230.108

3 Enable logon to the DR Series system iSCSI VTL target(s) by using the following command:

iscsiadm -m node --portal <IP or IQN of DR:PORT> --login

For example:

iscsiadm -m node --portal "10.8.230.108:3260" --login
4 Display the open session(s) with DR VTL(s) by using the following command:
iscsiadm -m session

For example:

iscsiadm -m session = tcp: [8] 10.8.230.108:3260,1 ign.1984-
05.com.quest:.3071067.interoprhel52n1.30

5 Review dmesg or /var/log/messages for details about the tape devices created upon adding the DR
Series system iSCSI VTL.



Configuring CommVault to use the newly created
iISCSI VTL

1 Open the CommCell Console and, on the Storage tab, click Expert Storage Configuration.

2 Move the relevant Available MediaAgent to the Selected MediaAgents list box, and click OK.

cwf-cy-01 - ¥11 Commcell Console

Harne Tools | Storage | ) Configuration Reports

FA

Wiew Suppork

d (1] :
s

Expert Storage Media Hardware Array
Configuration, Management Maintenance Management
Expert Storage Configuration {CommServe Host: cwf-cy-01) B3
[ ) CommCell Brawser Selected Mediadgents

W

B Client Computer Grar

P8 Client Computers 1

Select MediaAgents E |~

Available Mediafgents: Selected Mediadgents:

- cwf-cy-01

Q-
cwf-cv-01 '

<= Remove |
Add All == |
== Remove Al |

! Firewall Topologies

(64 I Cancel | Help |

ol
£l start I I

3 In the Information dialog box, click OK to continue.

A Please configure storage devices on the new MediaAgents.

__4 - For SCSI devices, select detect/configure devices
- For other devices select the Add menu

-




4 On the Start menu, click Detect/Configure Devices...

f@ Library and Drive Configuration (CommServe Host: 2k8r2intvm03)

Selected Mediahgents
'E ZkBr2intvm03

[y Libraries | () ata Paths | @ shared Disk Device |
\o Libraries

Select MediaAgents...
‘ Detect/Configure Devices... )

NOMP

Centera
Dish
Help

v v v -

Exit

L=

5 Make sure that the options, SCSI Devices and Automatically Create DDS Drivepools, are selected, and

then click OK.

f@ Library and Drive Configuration {CommServe Host: Zk8rZink¥mn3)

Selected Mediafgent:

o 2karZinkym0 s

Detect Library x

Device Typ

- Libraries I =
- Libraries

I Detect on Selected Mediafgents in Parallel

( v Automatically Create DODS DrivepnnlD e

" MDMP Devices

Mediafgent ; IZkBerntvalS LI

™ Exhaustive Detection{Only for Libraries without Drive ID Support)

Start | |

A progress bar appears. It may take a few moments to detect the iISCSI VTL.

Processing... E

0%

Elapsed Time: 00:00:04

| Wiew Log i Abort Help




6 Click OK and then click Close.

f&Log
Auko Deteckion of Libraries/Drives Started on HOST:[2karZintvm03]. ...

2kBrZinkvm03 : Library(STK L700, Ser#142%G4_00@5csi3:0,0, 1(FW: 0104 ) scsidevidScsiz:0
-- Drive 1 - 142%G4_01

-- Drive 2 - 142va4_0z2

-- Drive 3 - 142VG4_03

-- Drive 4 - 142VG4_04

-- Drive 5 - 142vG4_05

-- Drive & - 142¥a4_06

-- Drive 7 - 142VG4_07

-- Drive § - 14Zv&4_05

-- Drive 9 - 142va4_09

-- Drive 10 - 14244 _10

ZkSrZinkvm3 ¢ Drive(IBM ULT3580-TD4, Ser#14zvG4_01@5csiz:0,0,2) (P 0104101\ Tapel
ZkrzZinkym03 ; Drive(IBM ULT3580-TD4, Ser#142vG4_02@50si3:0,0,3)(Fw 0104101, \ Tapel

o
b3
g Information E2
2kSrZinty
2kar2inty

Right-click a particular device to continue its configuration.

ZkBr2inty .\ Taped
ZkBrZinty .\ Tape?
Zk3rZinty (i1 \Tape
ZkBrZinky 4.\ Tape
Auko detett HOS T [2Rar 2wl 3] CompIeted sUcCesstully , Loraries: (1], DIves:
< | 2
a=n
7 Click OK.

io\ Right-click a particular device to continue its configuration.




8 Right-click the library you just added, and click Configure.

@ Library and Drive Configuration (CommServe Host: 2k8r2intym03) [ x]
-Selected MediaAgents

|
F 2Karzintumi3

Bl Libraries | (- DataPaths | @ Shared DiskDevice |
| Libraries

-5 STK L700 1(Configured) 1
# (=g STK L700(Not configured)— ———
Cntore__ D ©

Reset Library

Delete

Advanced Options... 13

Properties

|§start ||

9 Select the Library and All Drives radio button and click OK.

[~Configure
(" Library Only

‘:e‘ Does this Library [STK L700] have a barcode reader?

11 Select the appropriate media type, and then click Yes.

|
Should the media be automatically discovered?

Select Default Media _\LTFLII_IM 4

Ves ) No | hep |




12 Right-click the new library, and then click Advanced Options...> Exhaustive Detection.

f@Library and Drive Configuration (CommServe H

Selected Mediafgents
By 2kerzinevmos

Bl Libraries | . pata Paths | &2 Shared Disk Device

|o% Libraries

Configure
Deconfigure

Add MasterDrivePoo

Add PP Disk Drives
Discover Media
Validate

Reset Library

Delete

—
Advanced Options... Exhaustive Detection )

Properties r

75 start |

13 Click Yes to confirm.

onfirm Exhaustive Detection

Exhaustive detection will unload all drives on all the selected MediaAgents.
! % This may interfere with currently running backupsfrestores,
Are you sure you want ko run Exhaustive Detection?

14 Click Close

slat (2] brary [5Tk L700 7{5TK L700, Ser#M4IvVE

+ |Unmounting the media From drive slot (99 in Library [STK L700 7(3Tk L700, Ser#42vGe_0
+ |Unmounted the media from drive slot {90 in Library [STK L700 7{STK L700, Ser#142va4_0i
- Drive [IBM ULT3580-TD4_S(IBM ULT3580-TD4, Serd J4ZVG4_09@5csi3:0,0, 10)(FwW:01
Mounting a medium ko drive slot {100 in Library [STK L700 7(STK L700, Ser#142va4_00@<
Mounted a medium ko drive slok (10} in Library [STK L700 7{5TK L700, Ser#142¥G4_00@5
|- Detected the media in Drive [IBM ULT3S30-TD4 _10(IBM LLT3S80-TD4, Serd)4Zvad_1I
. |unloading the media from drive slok (10) in Library [STE L700 7{STK L700, Ser#3147yG4_0C
+ |Unloaded the media from drive slok {100 in Library [STK L700 7(3TK L700, Serd J42viat_00
«|Unmounting the media From drive slot (107 in Library [STK L700 7{5TK L700, Ser#J42yad_
* |unmounted the media from drive slot {10) in Library [STK L700 7{5TK L700, Ser#J42Y¥G4_
- Drive [IBM ULT3580-TD4_10(IGM LLT3S50-TD4, Serd MIvG4_10@5csi3:0,0,11)(Fw:0
Finished detection on Library [STK L700 7(STK L700, Ser#142vG4_00@5csi3:0,0, L(FWwh0
#dkd End Exhaustive Detection ¥+

R Eyhaustive Detection Report F++

STK L700 7(5TK L700, Ser# J424G4_00@Scsi3:0,0, 1(FW:0104) scsidev@scsia:0.0.1(2k
Drive 1: IBM ULT3S80-TD4_1{IBM ULT3S50-TDA, Serd# M2Z¥G4_01@Scsia: 0,0, 2)(Fw:0104
Drive 2: IBM ULT3580-TD4_2(1BM ULT3550-TD, Ser# MZYG4_D2@Scsia:0,0, 3(Fw:0104
Drive 3: IBM ULT3580-T04_3(IBM ULT3550-TD4, Ser# MZYG4_D3@Scsia:0,0,4)(Fw:0104
Drive 4: IBM ULT3580-TD4_4(1BM ULT3550-TDM, Ser# MZYG4_Dd@Scsia:0,0,5)(Fw:0104
Drive 5: TBM UILT35E0-TD4_S(IBM ULT3SA0-TD, Serd M42YG4_DS@Scsia:0,0, 6)(Fw:0104
Drive 6: IBM ULT3S80-TD4_B(IEM ULT3S80-TD, Ser# MZ¥GA_D6@Scsia:0,0, 7)(Fw:0104
Drive 7: IBM ULT3S80-TD4_7(1BM ULT3550-TD4, Ser# MZ¥G4_07@Scsia:0,0,8)Fw:0104
Drive &: IBM ULT3S80-T04_B(IBM ULT3550-TD, Ser# MZYG4_0S@Scsia:0,0, 3 (Fw:0104
Drive 9: IBM ULT3S80-TO4_9(IBM ULT3SB0-TDM, Serd# MZYG4_D9@Scsia:0,0, 10)(FW:010
Drive 10: [BM ULT3550-TD4_10(IBM LILT3550-TOH, Ser#J4Z4G4_LD@Scsi3:0,0,11)FW:0

etk £ Report #ekE

¢ [Ready

' Close I' Help

15 Click OK.



Information E3

':0} Right-click a particular device to continue its configuration.

16 Close the Library and Drive Configuration dialog box.

17 Select Policies > Storage Polices in the navigation pane, and then select New Storage Policy.

@ 2k8r2intvym03 : CommYault® Simpana®
Home Tools Storage | Configuration Reports Wiew EL
o
X m = ;o ¢
Library and Media Hardware Array Shared Catald§
Drive Management Maintenance Management Configuration
Storage Index
| o) CommCell Browser a " = Getting Started % s

', ZkBrintym03

E B9 Client Computer Groups

- Laptop Clients
=4 Media Agents

! - &% 2k8rzintvm03

=" Client Computers

= 10.8.230.103

22 2k8r2intym03

= FA5Z2240B

= SD-vGe-1

[+ = Replication Policies
[+ Schedule Policies

L5 Poloes

& ckarzintvm03 > | @ Pol‘;’
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18 Select Data Protection and Archiving and click Next.

What will this storage policy be used for?

" CommSarve Disaster Recavery Backup

(2]
cancal | Ba Nest > s |
19 Enter a Storage Policy Name and click Next.

Enter the storage policy hame

(Stnmqe Policy Name: |DRVTL_FOIC\/\ )

I~ Incremental Storage Policy I LI

I~ Provide the DataFabric Manager Server Information

Cancel |

20 Select the newly added library and click Next.

Select a default library for this primary copy

Cancel < Back ' Finish




21 Select the Drive Pool for the newly added library and click Next.

Selact the default MediaAgent and drive pool for the primary copy

Mediafgent: I2kBr2|ntvaﬁ LI

Drive Pool:

Cancel | « Back ti Mext > iD Fimish I

22 Select the Scratch Pool that you want to use for this library.

qtreate Storage Policy Wizard

Which scratch pool will you use for the primary copy?

Scrabch Pool: RSN ESRE )]

Cancel | < Back tl Mext > D Finisfy |

23 Set Number of Device Streams to the number of tape drives in the library (10 is the default number), and

click Next.

Create Storage Policy Wizard [ x|

Enter the stroams and retention criteria

Mumber of Device Streams:
Choose the Primary Copy's Aging Rules:

riDatafgent Backup data

I Infinite/ 15 j Days 2 ﬂ Cycles

- Data Archive/Compliance Archiver

v Infinite) 365 ﬂ Days

Cancel | <« Back 1' Firishy |

24 Clear the selection for Hardware Compression, and click Next.



eate Storage Policy Wizard

Do you want to enable hardware comprassion for this primary copy?

Cancel < Back. ﬂ Mexk = h Finish
, ~ =

25 Click Finish.

f@ Create Storage Policy Wizard [ |
Review your selections.

Mame: DRVTL_Paolicy

Primary Copy: Primary

Library: STK L7007

Drive Pool: DrivePooliZkBr2intwm 0337

Scratch Pool: Default Scratch

Ma. of Streams: 1

iDatasgent Backup Aging Rules: infinite
DatalCompliance Archiver Aging Rules: infinite
Retain Snaps by Mumber of Jobs: NiA
Hardware Compression: Mo

Click Finish to create the Storage Policy

Cancel < Back, [zt =




Creating and configuring NDMP target

container(s) for CommVault

Creating the NDMP VTL container for CommVault

You need to create and export the NDMP container in the DR Series system GUI.

1

In the left navigation area of the DR Series system GUI, select Containers, and then, on the Action Menu

in the upper right corner of the page, click Add Container.

Quest PRAI®

SH300 26 syeseeLocanna cal

ORbalvies ' Demo/Containers
Dashboard v
Masker Typa & Accans Peotacal 8 Connaction Status Replication & Actoms
. G et NFSCIFS Avaiatie, Aiatatee Mot Conguied EER
System Canfiguratian ¢ sacie Commivat NFE.CFS Ayaiintie, Avaiatés Mt Conbgured EEn

2 Enter a container name, select the Virtual Tape Library (VTL) Access Protocol option, and then click Next.

4+ Add Container

Access Protocol @ Virtual Tape Library (VTL) - «
Container Name @ | VTL1

3 Do the following:

a Make sure that the STK L700 Robot Model is selected.
b Select the NDMP VTL Access Protocol.

¢ Specify the DMA Access Control by providing the storage node / media node IP Address, IQN or
FQDN.

d Select the Unix Dump Marker Type.

e Click Next.



+ Add Container

Robot Model O Quest DR_L700

Tape Size 800GB (Max Num of Tapes is 2000) -

VTL Access Protocol O FC O iSCSI O No Access
FQDN or IP Address q cwf-cv-01.systest.ocarina.local 2

Marker Type Unix Dump -

'i NOTE: Refer to the section, “Managing VTL media and space usage,” later in this guide for information about

determining the correct Tape Size to use.

4 Click Save to finalize VTL creation.

=<+ Add Container

Storage Access Protocol

Access Protocol Virtual Tape Library (VTL)

Container Name VTL1

Configure Virtual Tape Library

Robot Model STK L700
Tape Size 800GB
VTL Access Protocol NDMP
FQDN or IP Address cwf-cv-01.systest.ocarina.local
Marker Type Unix Dump
“Next> |  Cancel
——

'i NOTE: All of the tapes will display as having a capacity of 799 GB in CommVault. This will not affect the use of
smaller tapes; and, smaller tapes will be managed properly.

Configuring CommVault to use the newly created
NDMP VTL

Follow these steps to configure CommVault to use the newly created NDMP VTL.



1 Open the Commcell Console and select Client Computers in the navigation pane.
2 Select New Client > File System > NAS to add the DR Series system credentials.

@ 2k8rZintvm03 - v10 R2 Commcell Console

Home Tools Storage Configuration Reports View Support

X2 = m

Library and Media Hardware Array
Drive Managerment Maintenance Management
Storage
| ] Cammell Browser 7 " % Client Computers x
ey : -
o ZkBrZintvm03 A1 &% 2karzintvmos > "B Client
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B4 Laptop Clisnts Clignt Mame I
=} Media Agents
=2 ZkErZintvm03
. B[] File System

E|{'_\ rhelinkym0 1

B[] File System
! f—_'-: defaultBackupset
"f Space_Savings_MWOMP

€ Mew Client H Yirtualization

Cuskamize View Application

]
]
Clustered Server #
]

File: System Windows
Reference Copy Uni
Lacations
B Medishgents OpentM3
o Crphaned Media IBM iSeries
YaultTracker
. M&S
Actions
I Containers Edge Drive
A Tron-Mounkain ID ContentStore
H Media Repositary o
Bl & Policies SAP Archive Link
% Monitoring Policies Mon MDMP Filer
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H | 1 (I [

3 In the Add NDMP Server dialog box, do the following:
a Enter the newly added VTL DR Series system hostname or IP address, and login credentials.

b Click Detect and wait for the Vendor and Firmware Revision boxes to populate.

c Click OK.

Add NDMP Server

< MOMP Server Hostname: I ‘.
‘ MOMP Login: I e
‘ MNDMP Password: I %

¥ | Change Password

Yendaor:

Firmware Revision; I
Listae: I 10000 j

l' Cancel | Delete Help




In the CommCell Console, on the Storage tab, click Library and Drive.

5 Select the MediaAgent, and click Add.
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6 Click OK.

f@ select MediaAgents [ %]
Available Mediafgents: Selected MediaAgents:

Add >> I

== Remove I

{!Mrzmmm I

Co ) om | w |

7 In the Information dialog box, click OK to continue.

Information =
O' Please configure storage devices on the new MediaAgents.

- - For SCSI devices, select detect/configure devices
- For other devices select the Add menu

~

8 On the Start menu, click Detect/Configure Devices...

f@ Library and Drive Configuration (CommServe Host: 2kBr2intvm03)

Selected Mediahgents
[y 2karzintvmos

[k Lbraries | () pata paths | 2 shared Disk Device |
% Lbrares

Select Mediadgents. ..
( DetectjConfigwre Devices... )

Add

NDMP

Centera

v v | v w

Disk Device

Help

Exit

E Start J|| abject(s)




9 Select NDMP Devices and the MediaAgent of your choice, and click OK.

fd'Library and Drive Configuration (CommServe Host: 2kBr2intym03) | x|
~Selected Mediafgents
By 2karzintymos

Detect Library B
—

&Lbrari&c |I= Device Type
X _Ij:uralies
G5 sTc L700

" 5CSI Devices

[~ Detect onSelected Mediafaents in Paralls!

¥ Automa

2y Create DO Drivepools

Mediafgent : [2ker2intvin03 x| )
[~ Exhaustive Detection(Only for Libraries without Drive ID Support)

e R

EE |

10 Select the DR Series system for the NDMP Server, click Add, and then click OK.

Available NDMP Servers: Selected NDMP Servers:

.
v

FAS22408 s
SD-¥G2-1 -

<< Remove
Add All >

<< Remove Al

Update NDMP Host List |

Ok Cancel Help

11 Click Yes to confirm.

nfirm

' H'-I NDMP detection will be required ko stop library services of configured devices on the selected NDMP Servers,
¥ Services will be restarted after detection, Are you sure you wank to proceed?




A dialog box opens showing progress.

ProCEssing...

20%

1 |

Elapsed Time: 00:00:04

| Yiew Log I Abort | Help |

12 Close the Log dialog box.

Auto Detection of Libraries/Drives Started on HOST:[2k8rZintvm03]. ...

Auto Detection of Libraries/Drives Started on HOST:[10.8.230.103]....

10.8.230.103 : Library(STK L700, Ser#B4F740_00@L700-B4F740_00)FW:0104)(L700-B4F:
10,8.230.103 : Drive(IBM ULT3580-TD4, Ser#B4F740_01@ULT3580-TD4-B4F740_01)(Fw:C
10.8.230.103 : Drive(IBM ULT3580-TD4, Ser#B4F740_02@ULT3580-TD4-B4F740 _02)(FW:(
10.6.230.103 : Drive(IBM ULT3550-TD4, Ser#B4F740_03@ULT3IS80-TD4-B4F740_03)(Fw:C
10,8.230.103 : Drive(IBM ULT3580-TD4, Ser#B4F740_04@ULT3580-TD4-B4F740_04)(Fw:C
10.8.230.103 : Drive(IBM ULT3580-TD4, Ser#B4F740_0S@ULT3580-TD4-B4F740 _0S)(FW:(
10.6.230.103 : Drive(IBM ULT3550-TD4, Ser#B4F740_06@ULT3IS80-TD4-B4F740_06)(FW:C
10,8.230.103 : Drive(IBM ULT3580-TD4, Ser#B4F740_07@ULT3580-TD4-B4F740_07)(Fw:C
10,8.230,103 : Drive(IBM ULT3580-TD4, Ser#B4F740_08@ULT3S80-TD4-B4F740_08)(FW:C
10.8.230.103 : Drive(IBM ULT3580-TD4, Ser#B4F740_09@ULT3S80-TD4-B4F 740_09)(Fw:C
10,8.230.103 : Drive(IBM ULT3580-TD4, Ser#B4F740_10@ULT3580-TD4-B4F740_10)(Fw:C
Auto detect HOST:[10.8,230.103] completed successfully. Libraries:[1], Drives:[10].

13 Click OK.

{0} Right-click a particular device to continue its configuration.




14 Right-click the library you just added, and select Configure.

QLibrary and Drive Configuration (CommSerye Host: 2k8r2intym03)

Selected Mediafgents
’E, ZkarZintvmi3
= r :
[ Lbraries | (. pata paths | &2 shared Disk Device |
e Libraries
- g4 iaured
[ele il STK L700{Not col
Delete
Advanced Options... »
Properties
Fo Start |

15 Select the Library and All Drives radio button and click OK.

{@comiuon

[ Configure

" Library Only

16 Click Yes to confirm.

':0' Does this Library [STK L700] have a barcode reader?
.
17 Select the appropriate media type and click Yes.

| ’J‘Discover Media Options =

Should the media be automatically discovered?

seect Defak eda yve{ (SRR - | )
o

18 Right-click the tape library you just added, and select Advanced Options > Exhaustive Detection.



f@Library and Drive Configuration (CommServe Host: 2k8r2intym03)

Selected Mediatgents

By 2kar2intvmo3

[y Lbraries | (- Data Paths | @ Shared Disk Device

o Libraries
51 5T L700 1{Configured)
5TK
Configure
Deconfigure
Add MasterDrivePool

Add PP Disk Drives. .

Discover Media

Yalidate
Reset Library
Delete

( Advanced Options... 3 Exhaustive Detection ) |
Properties
o Start |
19 Click Yes to confirm.
onfirm Exhaustive Detection E3

Exhaustive detection will unload all drives on all the selected MediaAgents.

g ll\ This may interfere with currently running backupsfrestores.
Are you sure you want to run Exhaustive Detection?

e

20 Close the Log dialog box.

Log

Hodkkok Sart Exhaustive Detection 4
Initialize the library...

* [ End Exhaustive Detection **+4*

roacdk Exhaustive Detection Report *ad*
| ko El‘d REDDrt L

Ready

' lUnmounting all media on Mediafgent [2k8rZintvm03]. ..
 {Unmounted all media on MediaAgent [2kSrzintym03].

21 Click OK.




Information E3

']0:' Right-click a particular device to continue its configuration.

Results show that the library is now configured.
22 Close the Library and Drive Configuration dialog box.

23 Click Policies > Storage Policies in the navigation pane, and then select New Storage Policy to create a
new Storage Policy.

@ 2k8r2intym03 : CommV¥ault® Simpana®
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24 Click Data Protection and Archiving and then click Next.

What will this storage policy be used for?

~Storage Policy Type

" CommServe Disaster Recovery Backup

Cancel | < Back ' Next > ' Finish

25 Enter a Storage Policy Name and click Next.

@ Create Storage Policy Wizard

Enter the storage poiicy hame

Csturc‘ua Policy Name: [pryTL Policy] )

[ Incremental Storage Policy | LJ

[~ Provide the DataFabric Manager Server Information

cancel | <Back [ next> Frish |

26 Select the Library you just added and click Next.

Select a default iibrary for this primary copy

( CLC O < v 700 2

Cancel < Back Next > Firish ]




27 Make sure that these selections are correct and click Next.

olifeate Storage Policy Wizard

Select the default MediaAgent and drive pool for the primary copy
o MediaAgent:  [10.8,230,103
28 Select the Scratch Pool that you want and click Next.
"Ereate Storage Policy Wizard

Which scratch pool wilf you use for the primary copy?

( Scratch Pool:  BEENEEER

concel | <Bock f] mext> Frish |

. — -

29 Set Number of Device Streams to the number of tape drives in the library (10 is the default number), and
click Next.

Ereate Storage Policy Wizard

Enter the streams and retention criteria

Murnber of Device Streanns:
Choose the Primary Copy's Aging Rules:

riDatadgent Backup data

[ Infinite} I 15 ﬂ Days 2 j Cydes

r-Data ArchivefCompliance Archiver

[ Infinite/ | 365ﬂDays

Cancel < Back 1. Finish |



30 Clear the Hardware Compression checkbox, and click Next.

Qtreate Storage Policy Wizard m

Do you want to enable hardware compression for this primary copy?

Cancel < Back Next > Finist ]
31 Click Finish.

Review your selections.

MName: DRVTL_Policy

Primary Copy. Primary

Library: STKL700 2

Drive Pool: DriveP ool(Zk8r2intvm03)2

Scratch Pool: Default Scratch

Mo. of Streams: 1

iDataAgent Backup Aging Rules: infinite
Data/Compliance Archiver Aging Rules: infinite
Retain Snaps by Number of Jobs: N/A
Hardware Compression: Mo

Click Finish to create the Storage Policy

32 In the CommCell Console, expand the newly added filer in the tree under Client Computers. You should

see a NAS node followed by a defaultBackupSet node.



33 Double-click default in the right pane.

" Zhfe Zint vinii | ConmmiVault § Simpanal
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34 On the Content tab, enter the path to back up and click Add; and then, on the drop-down menu, navigate

to the filer you want to back up, and click OK.

@ subclient Properties of default E ‘
PrefPost Process | age Device | Activity Control | Encryption
General Advanced Options Filters

Contents of subclient:

/ Delete |

froot_vdm_1/dmalftestdatafsmall

¥ Case Sensitive
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35 Specify the Storage Policy that you just added and click OK.

7@ Subclient Properties of default E3

General Filters
Pre)‘Po#:Process | Set:urity' _Storage Devic | AcbvityCantrol Ererypton

Data Storage Policy | Data Transfer Option | -

urageVPoIi'cy:

Incremental Storage Policy: N5

Create Storage Policy I

(o P _come | v |

36 Select the updated defaultBackupSet and click All Tasks > Backup All Subclients to start the backup job.
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37 Click Yes to confirm backup.

f@ Backup All Subclients E3

{o_) 30 vt Wewc o ach o o F e . acheme OF this backion sok?

- (% Immediate

Run this job now

-~ Schedule

corifigure Schedule Configure I

39 Monitor the progress of the job from the Job Controller tab.
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Running client restore from the NDMP VTL

1 Expand Client Computers in the tree with the filer to which you want to restore, and then expand NAS.

2 Right-click defaultBackupSet and select All Tasks > Browse and Restore for defaultBackupSet.

@ 2k8r2intvym03 : CommVault® Simpana®
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3 Select the backup you want to restore and click View Content.

5 Specify the destination of the restore and click OK.
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7@ Restore Options for All Selected Items [ %]
General | 3ob Initiation |

(Restore Destination — 3

Destination client |30-'-.a-32-1 =l

[V Restore to same folder
Specify destination path

I Browse

Preserve Source Paths
& Preserve l 1 j leve! from end of; the source path
C Remove | 0 j level from beginning of the source path

Cancel | Advanced | [B Save As Script I Help |

6 Monitor the job’s progress from the Job Controller tab.

w Gotting Started x| [&) defolBachpSet . ) Job Controller % | M Event Vewer 3 | Tay Cheri: SO-vaz-1 {Latest... % |
| 3 job Controder

(% | mbm | operstion |Clentcom.| apert Type | Subchont | JobType | Phase | Storoger..| medssgent| s | eroges | oEmes |
115 Restwe  S04GZ-1  CoerraMaS Restore fumng | 5%
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Creating and configuring FC target

container(s) for CommVault

Understanding FC switch zoning configuration

Before you can create the FC VTL on the DR Series system appliance, you must configure and enable FC switch
zoning. Without this zoning, the Media Agent and DR Series system appliance will not be able to communicate.
Also, it will be impossible to set an initiator WWN while attempting to create a FC VTL container.



i NOTE: Please refer to your FC switch manufacture’s guide for instructions on how to create zones and
enable your switch configuration

Please refer to the following guidelines while zoning the DR Series system:

e Single Target; Single Initiator zoning is required.

e Point-to-point, direct connections are not supported.

e Multi-pathing involving two initiator ports is not currently supported.

1 | NOTE: Multi-Path zoning will be available in a future software release.

Creating a FC VTL container for CommVault

You need to create and export the FC container in the DR Series system GUI.

1 In the left navigation area of the DR Series system GUI, select Containers, and then, on the Action Menu

in the upper right corner of the page, click Add Container.

DR4300 administrator :
- s B0
Globalview * Demo/Containers
Dashbosrd 3 o Log Out

Container * Marker Type £ Access Protocol & CGonnection Status & Replication Actions
Replioations L, backe Ao NFSCIFS Avaliable, Avallatlc Mot Gonfigured | = | = |
System Configuration b sample Carmmaull NFECIFS Ausilable, Avalable Mol Configured B
Support »

2 hemis) faune

09126/2017 14:10:44

US/Pacific-New

Enter a container name, select the Virtual Tape Library (VTL) Access Protocol option, and then click Next.

4+ Add Container

Access Protocol @  Virtual Tape Library (VTL) - «
Container Name @ | vTL1

3 Do the following:

a Make sure that the STK L700 Robot Model is selected.

b Select the FC VTL Access Protocol.

¢ Set Number of Drives to the required amount.




d Specify Port Initiator WWN by clicking in the Select Initiator WWN box. This list should
automatically populate.

e Select CommVault for Marker Type.

f  Click Next.

+ Add Container

€ WARNING: Adding/removing FC initiator(s) to/from a VTL container will disrupt current /O to the same initiator(s), if those initiator{s) exist on other VTL containers.

Rebot Mods © Quest DR_L700

Tape Size BO0GE (Max Num of Tapes is 2000) -
WTL Access Protocol NOMP  © iSCSI ©Q No Access
Number of Drives @ 1w

Initiator Port WWN(s) % 21:00-00:0e: 1 ecadcB0 ﬂ

* 5d:8447:80:19:01:54.54 | x 54:8447:80:19.01:54:55

Target Port WWN(s)

Marker Type Commvault -

KD

"W = cancel

NOTE: A maximum of 40 drives is supported. If the Port Initiator WWN does not automatically populate, double-check
your FC switch zoning. If you still cannot resolve this, please contact support. Refer to the section, “Managing VTL

media and space usage,” later in this guide for information about determining the correct Tape Size to use.



4 Click Save to finalize the VTL creation.

+ Add Container

Storage Access Protocol
Access Protocol Virtual Tape Library (VTL)

Container Name VTL1

Configure Virtual Tape Library

Robot Model STK L700

Tape Size 800GB

VTL Access Protocol FC

Number of Drives 10

Initiator Port WWN(s) 21:00:00:0e:1e:ca:fc:80

Target Port WWN(s) 5d:8d:f7:a0:19:01:54:54, 5d:8d:f7:a0:19:01:54:55
Marker Type CommVault

i
{ [@ Save ’ % Cancel

NOTE: All of the tapes will display as having a capacity of 799 GB in CommVault. This will not affect the use of
smaller tapes; and, smaller tapes will be managed properly.




Verifying the FC VTL is recognized — Windows

1 Open the Server Manager Snap-in and verify that the newly connected devices appear in the Device

Manager.

2 Verify that the Library and IBM Ultrium-TD4 Devices are visible.

NOTE: Refer to the article at: http://catalog.update.microsoft.com/v7/site/home.aspx, for more information and

assistance in acquiring Microsoft Device Drivers, for example, StorageTek Library Drivers.
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http://catalog.update.microsoft.com/v7/site/home.aspx

Configuring CommVault to use the newly created

FC VTL

Follow these steps to configure CommVault to use the newly created FC VTL.

1

Open the CommCell Console and, on the Storage tab, click Expert Storage Configuration. Move the

desired Available MediaAgent to the Selected MediaAgents list box and click OK.

{3 cwf-cv-01 - ¥11 Co Il Console

Home: Tools | Storage [¥ Configuration Reparts Yiew Suppart
- o
= d [ s
= <
Expert Storage Media Hardware Array
Configuration, Management  Maintznance  Management

Expert Storage Configuration (CommServe Host: cwl-cy-01)

| ) CommCell Browser - Selected MediaAgents

L% owf-ov-01
B client Computer Grot
P8 client Computers
[ Security

[#-4 Storags Resources
[#-| & Policies

"L" Reparts

{gs Content Director

{3 select MediaAgents

’; Available Mediafgents:

Selected MediaAgents:

A, Workflows
B Firewall Topologies

- cwf-cv-01 Q-
<cwf-cv-01 > '

== Remove
Add All =

<= Remove Al

o | camd | heb |

Start | |

2 Click OK to continue.

[

Information

Please configure storage devices on the new MediaAgents.

- For 5CSI devices, select detect/configure devices
- For other devices select the Add menu

-




3 On the Start menu, select Detect/Configure Devices....

f@ Library and Drive Configuration (CommServe Host: 2k8r2intym03)
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4 Make sure that the options, SCSI Devices and Automatically Create DDS Drivepools, are selected, and

then click OK.
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A progress bar appears. It may take a few moments to detect the iISCSI VTL.

Processing... E

0%

Elapsed Time: 00:00:04

| View Log I Abart | Help |

5 Click OK and then click Close.

Log X
Auto Detection of Libraries/Drives Started on HOST:[2karZintym03]....
ZkBrZintwm03 : Library(STK L700, Ser#J4ZyG4_00@35csi3:0,0, 1(FW: 0104 ) scsidev@Sesiz:0
-- Drive 1 - 142vG4_01
-- Drive 2 - 142WG4_02
-- Drive 3 - 142WG4_03
-- Drive 4 - 1420G4_04
-- Drive 5 - 142WG4_05
-- Drive 6 - 142VG4_06
-- Drive 7 - 142WG4_07
-- Drive 5 - 142WG4_05
-- Drive 9 - 142WG4_09
-- Drive 10 - 142vG4_10
ZkEr2inkym3 ; Drive(IBM ULT3580-TD4, Ser #147%G4_01@5csiz:0,0,2(Fw 010410\ Taped
ZkErZinkym3 ; Drive(IBM ULT3580-TD4, Ser #147%G4_02@5csiz:0,0,3(Fw 0104100, Tapel

2kar2inky - 1.\ Tape2
_ fi L

Eley L ormaton = .4 Taped
2k Zinky i1\ Taped
2kEr2inty Right-click a particular device ta continue its configuration.  [11.1Tapes
2k Zinky i1\ Tapes
2k Zinky i1\ Tape?
2karzinty (1}.\Tape
2k Zinky i1\ Tape
Auto detett A0S T [ZRor2intymida] completed successrully, LDraries:[ 1], Drves:

« | ©

6 Click OK.
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7 Right-click the library you just added, and select Configure.
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11 Right-click the new library and select Advanced Options...> Exhaustive Detection.

qubl'drY and Drive Configuration (CommServe Host: 2k8r2intym3)
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12 Click Yes to confirm.

Exhaustive detection will unload all drives on all the selected Mediafgents.
4 '\ This may interfere with currently running backupsfrestores.
Are you sure you want to run Exhaustive Detection?




13 Click Close.
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'0' Right-click a particular device to continue its configuration.

15 Close the Library and Drive Configuration dialog box.




16 Select Policies > Storage Polices in the navigation pane and then select New Storage Policy.
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17 Select Data Protection and Archlvmg and click Next.

’Jtreate Storage Pohcy Wizard

What will this storage policy be used for?

Storage Policy Type

G“ Data Frotection and Archiving

" CommServe Disaster Recovery Backup
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18 Enter a Storage Policy Name and click Next.

Enter the storage policy hame

(Storage Policy Mame: |DRVTL_PoEcy\ )

[ Incremental Storage Policy I L’
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19 Select the newly added library and click Next.

I'Jl:rl‘:ate Storage Policy Wizard [ x|

Select a default library for this primary copy
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20 Select the Drive Pool for the newly added library and click Next.

Saojact the defauit MediaAgent and drive pool for the primary copy

Mediafgent: |2k8r2intvm03 LI

Drive Pool:

Cancel | < Back ti Nesxt = iD Finish |

21 Select the Scratch Pool that you want to use for this library, and click Next.
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22 Set Number of Device Streams to the number of tape drives in the library (10 is the default number), and

click Next.

Enter the streams and retention criteria
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23 Clear the selection for Hardware Compression and click Next.

qcreate Storage Policy Wizard B3
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24 Click Finish.

qcreate Storage Policy Wizard [ %]
Review your selections.
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Click Finish to create the Storage Palicy
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Configuring LAN-free ESX backup using
ISCSI or FC

A LAN Free backup is any backup that avoids data transfers over a production network or VLAN. Typically, it
occurs over a Storage Area Network(SAN). iSCSI and FC are usual examples, but a network dedicated to
backup traffic can also be considered LAN-Free. In an ESX Lan-Free backup configuration, the storage device
presents read/write volumes to the virtual servers and Read Only volumes to a backup server. This backup

server reads directly from these volumes and writes them out to backup storage.

Both iSCSI VTL and FC VTL can be used in a LAN-Free configuration. Usually, the VTL protocol will match with
the protocol used for storage. For example, if the virtual machines (VMs) are housed on FC storage then FC VTL

would probably be best to use.

i NOTE: CommVault documentation on this procedure can be found here:

https://documentation.commvault.com/commvault/v11/article?p=products/vs_vmware/t_vmw_config_lan_fre

e_backups.htm


https://documentation.commvault.com/commvault/v11/article?p=products/vs_vmware/t_vmw_config_lan_free_backups.htm
https://documentation.commvault.com/commvault/v11/article?p=products/vs_vmware/t_vmw_config_lan_free_backups.htm

Requirements

Ensure your environment meets the following requirements for LAN-free backup.
e Virtual Server iData agent is installed on a Backup Proxy.
e Media Agent is installed on the same Backup Proxy.

e [fiSCSI is being used, then the iISCSI network or VLAN is required to be independent from a production

network to be considered LAN free.

e |f FC is being used, an FC switch is required; point-to-point FC connections are not supported.

For FC VTL

Make sure to zone the DR Series system appliance to your backup proxy in your FC switch.

i NOTE: Refer to your FC switch manufacture’s guide for instructions on how to create zones, enable your

switch configuration, and change fillword settings.

ForiSCSI VTL

Make sure your iSCSI network is either on an independent VLAN or uses independent switches from your

production network.

i NOTE: Refer to your switch manufactures guide for instructions on how to create VLANS or configured
MTU size.

Recommendations

The following recommendations need to be applied on the DR Series system, Switch, Storage Device, and
Backup Proxy

e [fiSCSI is being used, a Maximum Transmission Unit (MTU) size of 9000 is recommended for iSCSI VTL.

e [f 8GB FC switch is being used, a fillword type of 3 is recommended



Configuring the backup

1 Create an iSCSI or FC VTL following instructions in the previous sections of this document, “Creating and
configuring FC target container(s) for CommVault” or “Creating and configuring iSCSI target container(s)

for CommVault.” Also, make sure these VTL tape devices are visible in the OS of the backup proxy.

.i NOTE: Set the Access Control or MAC of the VTL to be accessible by the Virtual Backup Proxy in

Commvault.

2 Configure your Backup Proxy/Media Agent to use the VTL Library as needed, following instructions in the
previous sections of this document, “Configure CommVault to use the newly created FC VTL” or

“Configuring CommVault to use the newly created iSCSI VTL.”
3 On the Backup Proxy, do the following:
a On the Start menu, click Run, and then enter diskpart.
b Run the aufomount disable command to disable automatic drive letter assignment.
¢ Run the san policy=onlineAll command to ensure that newly discovered disks are brought online.

4 Configure your Backup Proxy to have Read Only access to your storage. This may involve switch and

storage device configuration.

L]
1 NOTE: Refer to your switch or storage device documentation for instructions.

5 Verify that your Storage Device volumes are detected by the Backup Proxy.
a Click Start, and then click Run.
b Type diskmgmtmscin the run box and click OK.
¢ Select the Action menu and then click Rescan Disks.

d Verify the new disks show up without a drive letter as “Read Only.”
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6 Add your ESX server or vCenter to CommVault.

a Inthe CommCell Console, right-click Client Computers.

b Select New Client > Virtualization > VMware vCenter.
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7 In the Create VMware vCenter Client dialog box, do the following:

a Enter your vCenter/ESX host name in the Client Name field. This should automatically populate the

vCenter Server Name field.

b Enter your User Name and Password. If a domain account is being used, you might need to enter

your username as <domain>/<username>.
¢ Click Add... in the Proxies section.

d Inthe Select Client / Client Groups dialog box, for your Backup Proxy, click Include, and then click
OK.

e Inthe Create VMware vCenter Client dialog box, click OK.

'i NOTE: If you do not see your Backup Proxy, make sure the Virtual Server iData Agent is installed correctly on the

proxy.
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8 Set backup content and verify the transport mode on the new Virtual Client.

a

b

In the CommCell console, expand Client Computers, and then expand the virtual client.
Expand the Virtual Server iData Agent, and then expand the VMware instance.

Click defaultBackupSet, right-click default, and then click Properties.
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In the Subclient Properties of the default dialog box, confirm the Transport Mode for VMware setting. The
default value is “Auto”.

Subclient Properties of default [ %]
Encrvotion | InteliSnap Operations | WM Management | Advanced Options Backup Options
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Client Mame: syshest-yi-01
iDatafgent: Virtual Server
Backup Set: defaultBackupset

Sublisnt Name! |defau|t

Mote: This is & default subclient.
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- Description

[s]4 | Cancel | Help |

NOTE: The default value of Auto is recommended to ensure backups succeed. However, if the desired outcome is

that the jobs fail, if SAN mode is unusable, then change this setting to SAN. For more details on ESX transportation
modes, refer to the following documentation:

https://documentation.commvault.com/commvault/v11/article?p=products/vs_vmware/c_vmw_transport_modes.htm


https://documentation.commvault.com/commvault/v11/article?p=products/vs_vmware/c_vmw_transport_modes.htm

10 On the Content tab, select virtual machines for backup. By default, all virtual machines will be backed up.

Click Browse if you need to select a specific virtual machine.
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11 Notice the Hosts and Clusters view in the top left. This view can be changed to VMs and Templates, and
Datastore view as well. Expand the datacenters and clusters, and select resources that need to be
backed up. Click OK when finished.
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NOTE: For information about how resource selecting causes different backup behavior at the datastore, resource

pool, cluster, and datacenter levels refer to the following documentation:

http://documentation.commvault.com/commvault/v10/article?p=products/vs_vmware/config_adv.htm


http://documentation.commvault.com/commvault/v10/article?p=products/vs_vmware/config_adv.htm

12 On the Storage Device tab, click the Storage Policy dropdown, and select the storage policy created

previously.
]

Backup Options
Activity Control

Subclient Properties of default

Encryplion | IntelliSnap Operations | WM Management |
General | Content | Filtersl Pre/Post Process | Security

Data Transfer Option | Deduplication |

Storage Policy:

WTL Replication Test j Data Paths |

Incremental Storage Falicy:

i Data Paths |
Create Storage Policy |

OF | Cancel | Help |

13 Select the Data Transfer Options subtab, and click Off under Software Compression.

@ Subclient Properties of default [ %]
Encryption | InteliSnap Operations | WM Management | Advanced Ootions Backup Options
General | Content | Filters | Pre/Post Process | Security Storage Device Activity Contral

Deduplication |

Data Storage Polic

-~ Software Compression

Select the software compression to be used in case hardware compression is not available or not
selected in the destination data path.

" On Client
= On Mediafgent

{~ Use Storage Policy Settings

~Resource Tuning
Specify the number of processes that the client will use to transfer data, For Windows, the range is 1-4
with defaulk value of 2. Far Unix, the range is 1-2 with default value of 1, Inproverent in performance

is resource dependent.,

MNetwork Agents: I 2 ﬂ

Mote: The setting does not affect performance if the Mediadgent is optimized for concurrent LARN
backups.

[ Throttle Metwark Bandwidth (ME/HR) I 500 ﬂ

OF Cancel Help




14 On the Deduplication subtab, clear the checkbox for Enable Deduplication.

Subclient Properties of default
Encryption | Intelisnap Operations | ¥M Management | Advanced Ookions Backup Options
General | Conkenk | Filters | Pre/Paost Process | Security Storage Device Activity Conkrol

Data Storage Palicy | Data TransFer Optior' Deduplication I

I™ Enable Deduplcation §

Generake Signature on
e O Client

= O Mediafaent:

Please note that if Client Side Deduplication is enabled, signature generation will occur on the
Client, regardless of this sething

Ok | Cancel | Help

15 On the Encryption tab, click None or Network Only, and then click OK.

NOTE: None completely disables all encryption. Network Only is encryption “in flight,” that is, over the
network only. For more information about these settings refer to the following documentation:
https://documentation.commvault.com/commvault/v10/article?p=features/data_encryption/data_encryption

getting_started.htm#Subclient_Encryption

Subclient Properties of default [ x|
S05 ontent | Filters | Pre/Post Process | Security | Storage Device | Activity Conkrol
Encryption InteliSnap Operations I M Management I Advanced Cptions I Backup Options
" Nane

" Media Cnly (Mediadgent Side)

" Network and Media (Agent Side)

I(;' Mebwork Onlkv (Agent Encrypts, Mediadgent Decrwpts’ I

OF | Cancel Help



https://documentation.commvault.com/commvault/v10/article?p=features/data_encryption/data_encryptiongetting_started.htm#Subclient_Encryption
https://documentation.commvault.com/commvault/v10/article?p=features/data_encryption/data_encryptiongetting_started.htm#Subclient_Encryption

Using VTL replication with CommVault

The VTL replication feature allows for native data replication for up to three DR Series systems. This replication
occurs at the tape level, which ensures “restorability” even if the replication is not completely in-sync at the point

of failure.

Configuring the DR Appliance for VTL
Replication

Native VTL Replication occurs between two DR Series systems but can optionally be configured for up to three
systems. The primary VTL is referred to as the Source, the first replication target is referred to as the Replica

Target. The optional second replication target is referred to as the Replica Cascade.

Prerequisites

e The Source, Replica Target, and Replica Cascade VTLs should be created. Follow the steps in the

corresponding section in this guide, “Configuring VTL for CommVault,” to create VTLs.
e The Source, Replica Target, and Replica Cascade VTLs must be of type STK L700.

e The Source, Replica Target, and Replica Cascade VTLs must be of the same Tape Size.



Setting up replication
1 Inthe DR Series system GUI of the Replication Source system, go to the Replications page, and, on the
Action Menu in the upper right part of the page, click Add Replication.

Quest DR4300

Ara300 26, systest.acanng acal

administrator 0
sl gris ey B

Globalview 3

All Replications

Dashboard

©4cd Replication

Status & ¢ ®lesow

Source Status Replica
Containers >

O emis) taund
Replications. »

System Configuration

Support »

09/26/2017 15:09:08

UstPacific-New

2 In the Add Replication pane, do the following:

a If only two DR Series systems are replicating, select Replica only.

b For a Replication Cascade, select Replica & Cascade.

¢ Click Next.

+ Add Replication

Choose replication type: @ Replica only? Q Replica & Cascade

@ o) Finish | ® Cancel

3 For the Select local container dropdown, click the source replication VTL name, and click Next.

+ Add Replication

Source Container

Select container location: @ Local O Remote

Select local container: VTL1 - .

.
< Previous { Nextd |

X Cancel




4 For Encryption, select either AES 128-bit or AES 256-bit as needed. If encryption is not needed, select
Not Enabled. Click Next.

ncryption: @ NotEnabled O AES 128-bit O AES 256-bit

+ Add Replication

Source Container = Replica Container

& Previous ( Next> | X Cancel
i

5 Do the following:

a Inthe Username and Password fields, enter the corresponding information from the Replica target.

b Enter the Fully Qualified Domain Name or IP address of the Replica Target in the Remote Systems
field.

¢ Click the Retrieve Remote Container(s) button.

d On the Select remote container drop down, click the Replica Target VTL name from the list.

e Click Next.

NOTE: Default Username is administrator with a Default Password of StOr@ge!

+ Add Replication

Replica Container

Select container location: @® Remote

Username: P  administrator
Password:
B  dr4300-27 systest.ocarina.local

‘ Retrieve Remote Container(s) .

——

Select remote container: VTLZ -

[ Corovous | x> e S

Remote system:

NOTE: If you are configuring a Replica Cascade the next screen will look exactly like Step 5. Enter the Username,

Password, Remote system, and Select Remote Container fields as they pertain to the Replica Cascade VTL target.



6 Review the summary of the configuration, and click Finish.

7
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Encryption:
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e
Next® (( EFinish PEIET
=

You can monitor replication status by clicking the + icon to the left of the replication.
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Restoring from a replica or replica

cascade target

Before attempting to restore from replication, it is important to understand how CommVault handles tape
backups. First, each tape has an On Media Label (OML) based on the current barcode written to it. Since this
OML is actually written on the tape itself, the data is also replicated to the target VTL. The second is that each
OML has what CommVault refers to as a Magic Number. The Magic Number is a unique ID written inside the
OML. The Magic Number and the OML have a relationship that is maintained in the CommServe database. If the

barcode changes, it can impact restore and usability.

i NOTE: Itis import to note that only fully in-sync tapes are available on the replica site. What is restorable

is effected by how in-sync the containers are at point of failure.

Understanding reserialization

When activating a Replica VTL for restore, it is possible to reserialize the VTL. This operation temporarily
changes the library serial number and the tape barcodes so that a DMA will see it as a completely

new/independent Tape Library. This feature will not be used for replica restores in CommVault.

Possible restore situations

There are two general situations in which restores from replicated data would be performed.

e A restore to the original CommCell for which it is assumed the CommVault database is intact.
m In this example just the Primary Site DR or access to it might be down.

m  All the tapes will have OML’s with Magic Numbers that match what is stored in the CommVault

database.
m  Reserialization is not needed.
e A restore to a new/temporary or alternative site CommCell in which case it is assumed the CommVault
database is different.
m A new/temporary CommCell install might be used to restore the original CommVault Database.
m  Anindependent CommCell at a DR site is being used for restore at an offsite location.

m  All the tapes will have OML’s that match the original serialization.



Restoring from replica VTL on original CommCell

In this case, it is assumed that the CommVault database is intact. The On Media Label (OML) and Magic Number

of each tape have an entry in the CommVault Database. Because of this, you do not need to reserialize or else

the OML and Magic Number will no longer match the Barcode. It is also assumed that the source DR Series

system is offline and the VTL is no longer mounted to the Media

Agent.

First, you need to activate the VTL. This involves configuring it with a connection protocol and bringing the replica

tape library online.

1 Inthe DR Series system GUI navigate to the Containers page. Click the edit button on the Replica

target VTL.
DR4300 administrator H
Quest  gionz systest ovarina local systest osarina local Eo i
GlobalView * DefaultGroup/Containers
Dashboard 3
Container ~ Marker Type & Access Protocol ¢ Connection Status ¢ Replication ¢ Actions
Replioations backup Auto NFS.CIFS Available, Avallable Not Configured
System Configuration » sample Nans Veritas OST Available NiA
Support » '
VL2 None VTL (No Access) Offline Online [ o | E3

09/26/2017 15:17:56
USiPacific-New

3 ltam(s) found

2 Select the VTL Access Protocol and enter the IQN, FQDN, IP address, or port initiator WWN of the media

agent depending on which protocol is selected.

3 Click Next, and then click Save on the Summery Page.

(¢ Edit - VTL2

Robot Model
Tape Size 800GB

VTL Access Protocol FC O NDMP @ iSCSI O No Access

IQN, FQDN or IP Address Q@ FQDN or 1P Address

i

/
Marker Type Auto

=)

X Cancel

i | NOTE: Now that the Target VTL has an access protocol it must be activated, which makes the Replica VTL readable.




4 Navigate to the Replications page, and then expand the replication to review its replication statistics.
Check the Percent Done, and if it is 100% In-Sync, then click the Activate button.

O vest. DR4300
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GlobalView
Dashboard
Containers
Replications
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Suppert
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>
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>
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DefaultGroup/Replications
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Source *
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Status #
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Peer Status:

Peer Bandwidth:

Replica &

dr4300-27
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Online

Default

State

INSYNC

Encryption
Porcent dane

Replication Average Transfer Rale:

Not Enabled
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0 bytesisec

Regplication Peak Transfer Rate:

9.22 KB/sec

Natwark Average Transfer Rate:
Netwark Peak Transfer Rate:

Network Byles Sent:

0 bytesisec
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0 sec
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Status %
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In the Activate VTL target replica container dialog box, do the following:

a Enter 00 for the Reserialization code for replica. This will ensure the library has the same serial

numbers and barcodes it did originally.

b Ifthe VTL is in sync click, Activate, if it is not in sync click Force Activate.

Reserialization code for replica:

Activate VTL target Replica Container - VTL2

‘ 00|

—
@ + Force Activate % Cancel
~——  —

At this point the Library will be online and available.

You now need to connect the library to the Media Agent. Refer to the sections in this document specific to

configuring your chosen protocol (such as “Configuring an iSCSI Target in Windows/Linux,” “Configuring

CommVault to use the newly created NDMP VTL,” or “Configuring CommVault to use the newly created

FC VTL.)

Once the VTL is recognized by Windows, the Tape library will be visible to CommVault. Because the

serial number and barcodes are the same they will match the CommVault database. The original library

should come online and be accessible for restores without having to run through an add library process.




Restoring from a replica VTL on a new or

alternative CommCell

In this case, you cannot assume the CommVault database is intact. The On Media Label (OML) and Magic

Number of each tape will not have an entry in the CommVault Database. Because the OML needs to match the

tape barcode even in new CommVault installations, you should not reserialize or else the OML and Magic

Number will no longer match the Barcode.

1 First, you need to activate the VTL. This involves configuring it with a connection protocol and bringing the

replica tape library online. In the DR Series system GUI, navigate to the Containers page, and click the

edit button for the replica target VTL.
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2 Select the VTL Access Protocol and enter the IQN, FQDN, IP address, or port initiator WWN of the media

agent depending on which protocol is selected.

3 Click Next, and then click Save on the Summary Page.

(& Edit - VTL2
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VTL Access Protocol Q FC O NDMP @ iSCSI O No Access
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O ® Cancel

'i | NOTE: Now that the Target VTL has an access protocol you need to activate it. This makes the Replica VTL readable.




4 Navigate to the Replications page, and expand the replication to review replication statistics. Check the

Percent Done, and if it is 100% In-Sync, then click the Activate button.
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5 In the Activate VTL target replica container dialog box, do the following:

a Enter 00 for the Reserialization code for replica. This will insure the library has the same serial

numbers and barcodes it did originally.

b If the VTL is in sync click Activate; if it is not in sync click Force Activate.

Reserialization code for replica:

Activate VTL target Replica Container - VTL2

ool

|
et
@ + Force Activate % Cancel
~—

At this point, the Library will be online and available.

6 Now, you need to connect the library to the Media Agent. Refer to the sections in this document specific to

configuring your chosen protocol (such as “Configuring an iSCSI Target in Windows/Linux,” “Configuring

CommVault to use the newly created NDMP VTL,” or “Configuring CommVault to use the newly created

FC VTL.”)

7 Once the VTL is recognized by Windows, you need to add the tape library to CommVault. This is because

this library is new to this CommCell instance. Refer to the sections in this document specific to configuring

your chosen protocol (such as “Configuring CommVault to use the newly created iSCSI VTL” Configuring

CommVault to use the newly created NDMP VTL,” or Verifying the FC VTL is recognized by Windows.”)




At this point, you will have a newly created Tape Library listed in CommVault.

8 You need to run a catalog of these tapes so that the instance of CommVault is aware of the restorable
data. In your CommCell Console, expand Storage Resources, and then Libraries. Expand the newly
added Tape Library, and then Media By Location. Click the Media in Library option and a list of tapes

should appear.
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NOTE: Only In-sync tapes will show up in this list. All other tapes did not complete replication and would not be

restorable.

9 On the Media In Library tab, click any barcode and then use the C#-A keyboard shortcut to select all
tapes.



10 Right-click any tape, select the All Tasks menu, and click Catalog.
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11 Click Catalog and Merge, change the Maximum Number of Drives to the maximum in the library (10 by
Default), and click OK.
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12 Monitor the Catalog Media operation in the Job Controller tab. The time this takes will vary depending on

the number of tapes and size of data on them.
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13 Go back to your CommCell Console, and expand Client Computers and then the client to be restored.

14 Expand the iDataAgent to be restored, and right-click a backup set.



15 Select All Tasks and click Restore by Jobs.
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16 Clear the checkbox, Specify Time Range, and click OK.
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17 On the Backup Job History tab, find the job you want to restore by checking start time.

18 Right-click the job, and click Restore Selected Jobs if you want looking to do a whole client restore, or

click View backup items if you want to restore individual files/folders

cwl-cy-01 - ¥11 Commcell Console
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1 NOTE: For more information about CommVault restore options refer to the following documentation:

http://documentation.commvault.com/commvault/v10/article?p=products/windows/restore_adv.htm


http://documentation.commvault.com/commvault/v10/article?p=products/windows/restore_adv.htm

19 In the Restore Options dialog box, change the restore destination and overwrite files settings if needed
then click OK.
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Password: I
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|| Cancel | Advanced | @'Save As Scripk | Help |

i NOTE: If CommVault asks for more media to be placed in the library for restore then likely not all the

tapes related to the backup were in-sync. Try again with another backup job for that client.



20 Monitor the restore progress in the Job Controller.
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Deactivating a replica VTL

Once all issues have been resolved, make sure to disconnect your library and deactivate it. Then reconfigure

replication as needed.

1 To deactivate a library in the DR Series system GUI, navigate to the Replications page.

2 Expand the replication and click the Deactivate button.

Quest
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administrator

o
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System Configuration

Support

09/26/2017 15:23:53
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GlobalView *  DefaultGroup/Replications
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Cantainers. Source * Status &

Replica ¢ Status +

dr4300-27
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(o]l () o
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Peer Bandwidth: Default
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Raplication Avarage Transfer Rata: 0 bytes/sec
Replication Peak Transfer Rate: 9.22 KBlsec
Network Average Transfer Rate 0 bytes/sec

Network Peak Transfer Rate:
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Cascaded Replica %

3

In the warning dialog box, click Yes to confirm deactivation.

Warning!

Are you sure you want to deactivate target replica container
"dr4300-27:VTL2" ?




Performing scheduled disk space reclamation operations are recommended as a method for recovering disk

Setting up the DR Series

system cleaner

space from system containers in which files were deleted as a result of deduplication.

The cleaner runs during idle time. If your workflow does not have a sufficient amount of idle time on a daily basis,

then you should consider scheduling the cleaner to force it to run during a scheduled time.

If necessary, you can perform the procedure shown in the following screenshot to force the cleaner to run. After

all of the backup jobs are set up, the DR Series system cleaner can be scheduled. The DR Series system cleaner

should run at least 40 hours per week when backups are not taking place, and generally after a backup job has

completed. Refer to the DR Series Cleaner Best Practices white paper for guidance on setting up the cleaner.

1 In the left navigation area of the DR Series system GUI, click System Configuration > Schedules.

2 On the Action Menu in the upper right corner of the page, click Add Cleaner Event.
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3 Define the schedule, and click Save.

(2" New

© Only one cleaner event is allowed per day.

. . . 1 7
Set event from start day: at: to end day: t.
@ % Cancel

The new cleaner event is displayed on the Schedules page.
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Monitoring deduplication, compression

and performance

After backup jobs have run, the DR Series system tracks capacity, storage savings, and throughput in the DR
Series system dashboard. This information is valuable in understanding the benefits of the DR Series system.

1 NOTE: Deduplication ratios increase over time. It is not uncommon to see a 2-4x reduction (25-50% total savings) on

the initial backup. As additional full backup jobs are completed, the ratios will increase. Backup jobs with a 12-week
retention will average a 15x ratio, in most cases.
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Appendices

A - VTL configuration guidelines

Managing VTL protocol accounts and

credentials

iISCSI account details and management

By default, the iSCSI username is iscsi_user and can be confirmed by reviewing the output of the iscsi —-

show --user command. For example:
> iscsi --show --user

user: iscsi_user

The default iISCSI Password is “StOr@geliscsi”.

You can modify this password in the DR Series system GUI by selecting System Configuration > Users. On the

Users page, click the edit icon for the iscsi_user.

i IMPORTANT: iSCSI CHAP passwords must be between 12 and 16 characters long.



DR4300
OUESt dr4300-26.systest acarina.acal

GlobalView »  Aclive Direclory
Dashboard + Client Connections
Role = Actions
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acministiator, CIFS Ex
Replications » Enclosures
System Gonfiguration censes TG
Suppart b Networking Iscs! E
Sehedules
0902612017 12:12:18 NOME

USiPacific-Mew SSL Certificate

Storage (;ruuis

Alternatively, you may also use the “iscsi --setpassword” CLI command to change the iSCSI CHAP
password setting as shown in the following example:

> iscsi --setpassword

WARNING: All existing iSCSI sessions will be terminated!
Do you want to continue? (Yes/no) [n]? vy

Enter new CHAP password : #####HHH#HHHH#HH

Re-type CHAP password :####H#H#HH#HH#

NDMP account details and management

The default username for the NDMP service is ndmp_user, which can be confirmed by reviewing the output of the

CLI command, ndmp --show. For example:
> ndmp --show
NDMP User: ndmp_user
NDMP Port: 10000

The default NDMP Password is “StOr@ge!”.

You can modify this password in the DR Series system GUI by selecting System Configuration > Users. On the
Users page, click the edit icon for the ndmp_user.



OUeSt DR4300

4rd300-26. 2y stest acating, local

administrator 0
Les| ina loal .
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Storage Grou is

Glohalview + Active Directary
Dashboard 3 Client Connections
Role = Actions
Containers 3 Date And Time
aaministialor, CIFS (B ]
Replications b Enclosures
Suppart > Networking 1scal BE
Schedules
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Alternatively, you may also use the ndmp —setpassword cli command to change the NDMP Password setting

as shown in the following example:
> ndmp --setpassword
Enter new NDMP password :#####H##H
Re-type NDMP password:####H##H#

NDMP password successfully updated.

VTL default account summary table

Service Account

Default Credentials

CLI Modifier

NDMP ndmp_user

ndmp --setpassword




Managing VTL media

Adding VTL media to a container

L]
1 IMPORTANT: Media can always be added as needed. Media cannot, however, be deleted; therefore, you should take

care to avoid creating too many media items.

To add media to an existing VTL container, follow these steps.

1 Inthe DR Series system GUI, go to the Containers page.
2 Click the edit icon for the VTL to which you want to add media.

3 In the field Add More Tapes (no of tapes), enter the number of tapes to add to the VTL container.

4  Click Next.

5 Click Save to finalize the change.

OUeSt DR4300

0ra300-26.systest acarina focal

adminisiralor g o
systest ocarina local

Glabalview * Demo/Containers
Dashboard 3
VI

Replications. N

System Configuration r
Robot Model

Support N
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0929/2017 13:58:26 VTL Access Protoco| @ FC O NDMP O ISCSI O No Access
UsiPacific-New

Number of Brives @ w
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X SBCT:a0AB.01545A | [x 508aT.80:10:0154:55
Target Port WWN(s)

Warker Type Cammbaul -

Add Mare Tapes (no. of tape: 11940

€ WARNING: Adding/removing FG iniiator(s] toffram a WTL container will disrupt current I/ to the same initiator(s), if those inifiator(s) exist an other VTL containers.

Alternatively, you can use the “vtl —create_carts” cli command for this operation. For example:

> vtl --update_carts --add --name sample --no_of tapes 10

Created 10 cartridges




Updating CommVault to identify newly added VTL
media

After the VTL media has been added to the target VTL container, CommVault must now be updated to be able to
use the media.

1 Select the Default Scratch of the library and click Import Media.

L] CommCell Browser o @ Backup Job History of Cli,.. 5/ Default Scratch ¢
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2 Click Continue.

l . After the new media has been inserted inko the library through either the mail slak ar the door, click Continue.
IF vwou are unfamiliar with the media importing procedure For wour library, see the units operation manual,

i Cancel |

3 Click OK.

':0] After all the media have been moved into the slots and the library finishes its initialization without errors, click OK to continue, (Mote: There are currently O free slots in the library)

4 Click OK.



Discover Media E

'ol The media will be discovered, since the Auto-Discover option has been enabled For this library.

Review the resulting log and click Close.

@Log
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Select Start > Detect/Configure Devices...
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Note the tapes that were added.
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Managing VTL space usage

General performance guidelines for DMA

configuration

e The DR Series system (version 3.2 and later) provides inline VTL deduplication, compression, and
encryption at rest functionality. Backup applications (such as NetVault, Veritas BackupExec, Veritas
NetBackup, and so on) should be configured so that any multiplexing, pre-compression, software-side
deduplication, or encryption is disabled. Enabling any of these features may adversely affect the space

savings and ingest performance of the DR Series system VTL feature.

e Slots and media should be configured so as to accommodate the environment backup requirements.
Initially, the logical capacity of a VTL should be no more than twice the physical size of the DR Series
system. If the initial VTL setup is over-subscribed at higher than a 2-1 ratio without proper planning the
DR Series system could fill up prematurely and cause unexpected system outage. It is highly advisable
to configure the DR Series system VTL feature such that the media count be made to accommodate your
initial data protection requirements. and then media be added as the deduplication statistics become

available to ascertain growth, media, and space requirements.

m  Media Type selection will depend on a number of factors including the DMA used, the backup
cycles, data sources, and more. As a general rule, using smaller tapes is better than using larger
tapes so as to allow for a higher level of control over space usage by backup operations. This also
allows for easier handling in the event of a system running out of physical space as well as the
normal data cleanup procedures.

m  Adding media to an existing DR Series system VTL is painless and should be leveraged to

incrementally add media as needed. Although this may require a higher level of involvement in

managing the media usage, it will result in better performance and avoid unplanned outages.

Physical space sizing and planning

Various factors such as total data footprint, change rate, backup frequency and data lifecycle policies will dictate
how much physical space will be needed to accommodate the Virtual Tape Libraries within a DR Series
environment. In addition, if other container types are hosted these two must be factored into space requirement

calculations.



As a general rule the following can be used as a reference architecture to determine the basic capacity needed

for a given virtual tape library container:
1 Determine Existing Data Set
2 Determine the change rate (Differential)
3 Determine the retention period

4 Calculate the data footprint during the retention period for existing data sets based on a 10-1

deduplication ratio

5 Calculate the data footprint during the retention period for change rate data sets based on a 10-1

deduplication ratio
6 Calculate the ratios within the retention period for each of the data sets

7 Determine the lowest ratio data set to be retired within the retention period and create media of size that
closest matches this data footprint so that when a retention period is met the most amount of media is

recycled to invoke data reclamation alignment and optimizing media consumption.

IMPORTANT: If other containers are being configured to host CIFS/ NFS / RDA or OST, these must also be factored

into the planning and management of space.

Logical VTL geometry and media sizing

The logical size of the VTL including media size and media count should be made so as to accommodate the
existing data footprint targeted for protection. The calculation for such should include the initial footprint, change
rate and retention period. It should also take in account the size of both full and incremental data sets. Using the
smallest iteration of the data sets to dictate the logical size of the VTL media affords users the ability to retire
media in smaller increments which results in high levels of use and also provides the users the ability to conduct
operations across smaller objects which results in higher levels of flexibility such as when a restore is needed
during backup operations.

We can review a typical full weekly plus incremental daily example to demonstrate one method of conducting this
calculation. In our example the total logical foot print for the customer environment is 20TB and with a 10%
change within a weekly recovery point objective period for a complete weeks’ worth of protection we calculate
that we will require 22TB of total logical media to retain the data footprint for the given environment for one week.
In order to allow for disparities, we also include a 10% increase to allow for flexibility in the deployment and use
of the VTL which results in a 24.2TB total virtual media requirement for a single weekly retention period.

i IMPORTANT: Media can always be added as needed. Media cannot however be deleted so care must be taken in

order to avoid creating too many media items.

In the previous example at the end of the 5-week cycle, the 15t week retires and frees up media to be reused or

recycled which once processed will allow the DR to reclaim the physical space associated with the virtual media.



Since the smallest data set footprint resulting from the change rate is 2TB in each incremental iteration we create
our media at 800GB increments and add as we grow. For this example, the initial Virtual Tape Library would be
created with 152 ( 72778 divided by 800GB) pieces of media at 800GB for each piece media.

20TB Total initial footprint with a 10% change rate

Pre-Deduplication

Week Logical Size Logical Full Metrics 10% Change Rate

Logical Incremental Metrics

1 24.2TB 20TB 2TB
2 24.2TB 20TB 2TB
3 24.2TB 20TB 2TB
4 24.2TB 20TB 2TB
S 24.2TB 20TB 2TB
Total 121TB

Media retention and grouping

Due to the nature of Virtual Tape Libraries media must be managed in order to insure that physical capacity is
reclaimed in an orderly fashion to avoid running out of space and disrupting operations. Media must be grouped
within the data management application, in a way that full data sets are targeted to separate media as
incremental data and they in turn are grouped by data sets that expire within the same period or that share the
same recovery point objective. This insures that media can be reused effectively so that when full all incremental

data expire the logical space can be reconciled thus enabling the physical space to be reclaimed.

VTL media count guidelines

Type Capacity Max number of Tapes supported
LTO-4 800GiB 2000
LTO-3 400GiB 4000
LTO-2 200GiB 8000
100Gib 10000

LTO-1



Type Capacity Max number of Tapes supported

LTO-1 50Gib 10000

LTO1 10GiB 10000

VTL space reclamation

General guidelines

The DR Appliance Virtual Tape Library feature is presented to operating systems and data management
applications alike as devices either through iSCSI, NDMP, or FC protocol connectivity. The DMA interfaces with
the virtual tape library and all its underlying components including the drives and media though these specific
protocols.

The DMA must interact with the virtual tape media during a recycle, reuse or media initialization process in order

for the DR to be able to reclaim space during its own cleaning cycle.

This two-step process is required so that the backup software can reconcile the space by marking the media as
expired then reusing it, consolidating space across volumes/tapes or by simply recycling the media into a scratch
pool. Once these operations have been completed the DRs own cleaning cycle should be used to reclaim that
virtual tape media space which in turn will free up physical space on the DR unit.

Implementing proper media pool, groups and recycling practices will allow the virtual tape media to be used at

optimal levels and that the underlying physical space be reclaimed accordingly by the scheduled DR reclamation.

i NOTE: In general the guidelines provided above should be sufficient for normal operations to insure proper
reclamation of space is conducted preemptively. Refer your individual DMA applications for best practices and
guidelines regarding tape reuse.

Manual space reclamation in CommVault

If space becomes an issue or a user impact requires manual cleaning, media can be manually Erased, Blanked,

Scratched or recycled and a manual cleaning cycle initiated on the DR Series system.

1 Identify the DR VTL tapes from which you want to remove backups via the Commcell Console. Note the
Barcodes of the Assigned tapes that you want to erase and reclaim their storage on the DR Series

system.

This will permanently delete / destroy the data on these virtual volumes.
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Select All Tasks > Delete Contents for the tapes you want to erase.
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5 Select the Media Pool you want the tape to be moved to.
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6 Find the tape in the Media Pool and select the Options > Erase Media context menu.
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8 Click Yes if you want to erase the media.
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9 Monitor the progress of the erase from the Job Controller tab.
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10 Once the reconciliation process has been completed on the CommVault software, from the DR Series
system, initiate a cleaning cycle either via the Ul or via the command line. For example:
> maintenance --filesystem --reclaim_space
Successfully started cleaner.

reflect the reclaimed space.

11 Make sure the space has now been reclaimed via the Ul or via the command line. The Cleaner Status
should transition from Pending to Running, and then to Done at which time the statistics should change to



Using the CommVault erase spare media feature
(optional)

The following are optional and ensures that space is reclaimed more aggressively on DR Series system VTLs.
This is a feature specific to CommVault and has advantages and disadvantages if used. Applying these setting
will cause any tape that is aged (at retention for CommVault) to be moved to the spare media pool and then
proactively deleted by CommVault. This will trigger space to be reclaimable on the DR Series appliance by the
cleaning process. The advantage of this is the size on disk of your VTL data will be more closely aligned with
actual data usage. The disadvantage is that when data on the VTL is at retention, it will be deleted proactively
and will not be restorable past retention.

Using these settings will result in VTL data being deleted shortly after meeting retention and will not be
restorable.

1 Inthe CommCell Console, expand Policies and then Storage Policies. Right-click the storage policy copy
that uses the VTL, and click Properties.
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On the Media tab, select the Mark Media to be Erased After Recycling option, and click Yes in the
resulting dialog box.

Click OK in the Storage Policy Copy properties window.

Storage Policy Copy properties of Primary
General | Retention | 5 | Daka Path Configuration
Selechive Copy. | mssomEtans Me Advanced | Dedupfication) | Frawisianing

~ I Enable Multiplexing
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— I Enable Media Refresh

I 12 ﬂ manths after the media were vritken
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Confirm

Checking this option will set all Spare Media aged From this copy to be erased.
Are you sure you wank ko continue?

Cancel Help

NOTE: At this point, the storage copy will mark tapes as erasable as soon as they age. Steps 1 and 2 should be
performed on every storage copy policy leveraging the DR Series system VTL. The next steps will schedule the actual

erase to occur.



4 In the CommCell Console, expand Storage Resources and Libraries. Right-click the DR Series system
VTL, and then select Erase Spare Media.
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5 Do the following:
a On the General tab, keep all of the default settings.
b  On the Job Initiation tab, click the radio button for Schedule.
¢ Click the Configure button.
d Seta Schedule and Schedule Name, and click OK.
e Click OK in the Erase Spare Media window.

i NOTE: It is recommended that you give the schedule a name including the library name, indicating that it is a “Aged

Tape Erase”. You should also match this to your data aging schedule, which is daily at 12:00 PM by default.
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NOTE: Repeat Steps 3 and 4 for every VTL in which this behavior is desired.
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