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Executive Summary

This paper provides information about how to set up the DR Series system as a backup target for Quest
AppAssure.

For additional information, see the DR Series system documentation and other data management application

best practices whitepapers for your specific DR Series system at:
http://support.quest.com/DR-Series

For more information about AppAssure, refer to the Quest AppAssure documentation at:
https://support.quest.com/appassure

'i NOTE: The DR Series system/ AppAssure build version and screenshots used in this document may vary slightly,

depending on the version of the DR Series system/ AppAssure Software version you are using.


http://support.quest.com/DR-Series
https://support.quest.com/appassure

Installing and configuring the

DR Series system

Follow these steps to install and configure the DR Series system.
1 Rack and cable the DR Series system and power it on.

2 Initialize the DR Series system. Refer to the Quest DR Series System Administrator Guide under the
following topics: “iDRAC Connection,” “Logging in and Initializing the DR Series System,” and “Accessing
iDRACG6/iDRAC7 Using RACADM”.

3 Log on to iDRAC using the default address 192.168.0.120, or the IP assigned to the iDRAC interface. Use

the user name and password of “root/calvin”.

INTEGRATED REMOTE
ACCESS CONTROLLER

Login

IDRAC | Quest DR4000D

Type the Usemame and Password and click Submit.

Usemame: Password:
[

Domain:

This IDRAC T

4 Launch the virtual console.



System Summary

Server Heaith

]

EECEQEEE

Server Information

Properies chid Media — yFlash  Service Module
Summary atails ysleem Imantary

Vinual Consale Preview

Quick Launch Tasks

Supporl | About | Logout

5 After the virtual console is open, log in to the system as user administrator and the password StOr@ge!

(the “0” in the password is the numeral zero).

Jould you like to use DHCP (yessno)d

+ a subnet mask:

r a default gateway address:

 a DNS Suffix (example: abc.com)

~ primary DNS server

1 you like to define a secondary DNS server

r secondary DNS server IP address:

7 View the summary of preferences and confirm that it is correct.




IP Addre

Network Mask

Default Gateway 18.18.86.126

idmdemo . local

Log on to the DR Series system administrator console, using the IP address you just provided for the DR
Series system and the username administrator and password StOr@ge! (the “0” in the password is the

numeral zero).

Quest

|| DR4000

swsys-17.ocarina.local

Username

administrator

Password
Stor@ge!

© 2017 Quest Software Inc_ All Rights Reserved.

Join the DR Series system to Active Directory.

L]
1 NOTE: If you do not want to add the DR Series system to Active Directory, see the DR Series Deduplication Appliance Owner’s

Manual for guest login instructions.

a Select Active Directory in the left navigation area of the GUI.



< Ouest DR4000

swsys-17 ocarina local

GlobalView » < Active Directory )

Dashboard » Client Connections
P Storage Savings [FEeE
Containers » Date And Time ¢ 9
Replications »  Enclosures 100 | — Total Savings (95.87%)
System Configuration [> Licenses
Support »  Networking = g
Schedules
10/24/2017 01:54:35
US/Pacific SSL Certificate

0014 5 01:00 01:15 01:30 014
Tue 24 October

System Usage

100 || — CPU (2.52%)
— Memory (56.25%)

Storage Groups

Users

b Click join to enter your Active Directory credentials.

DR4000
swsys-17.ocarina.local

>Quest

Active Directory

o Note: The Active Directory seftings have not been configured. Clit < join ) J configure them.

¢ Enter your Active Directory credentials.

< ouest DR4000

swsys-17.ocarina.local

GlobalView * Active Directory
Dashboard »
Containars » % Join
Replications »
System Configuration » (FQDN)
10242017 01:57:34 Password
US/Pacific
0rg Unit

@ % Cancel

10 Create and mount the container as follows. Select Containers in the left navigation area of the DR Series

system GUI, and then select the Action Menu in the upper right corner. Click the Add Container option at
the top of the menu.
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swsys-17.ocarina.local

<Quest DR4000 @

GlobalView * All Containers < € Add Container >
Dashboard » @ Log Out

Storage - Marker Access C n N Y .
Containers > Group# Container  npes Protocol & Status & plication = Actions
Replications 4 DefaultGroup backup Auto NFS.CIFS Available, Available  Not Configured E E
System Configuration »

1 Item(s) found
Support »

10/24/2017 02:04:06
US/Pacific

11 Choose the Access Protocol as ‘NAS’ (AppAssure supports CIFS protocols) and Enter a Container Name
and then click Next.

Quest Eﬁ:ﬁ?yomama local administrator :
Globalview *  DefaultGroup/Containers
Dashboard L4
Containees + Add Container
Replications
System Configuration » Access Protocol @] NAS (NFS, CIFS) 3
Support ' Container Name @

10/24/2017 02:43.00 % Cancel

US/Pacific

a Enable CIFS checkbox, (AppAssure supports CIFS protocols) and then click Next.

oUeSt DR4000

swsys-17.ocarina.local

administrator

GlovalView *  DefaultGroup/Containers
Dashboard »
I CER + Add Container
Replications
Systom Gonfiquration R Access Protocols O NFS @C\FS

10/24/2017 02:44:01 % Ganee!

US/Pacific

b Select the preferred client access credentials.

Setting up the DR Series System as an Archive Target on AppAssure 6.2



< QUeSt DR4000

swsys-17_ocarina.local

GlobalView *  DefaultGroup/Containers
Dashboard 4

=+ Add Container

I Containers

Replications

CIFS Client Access en (allow all clients) O Create Client Access List
System Configuration » @jp )

Support N Client FQDN or IP Address /or IP Ad

10/24/2017 02:45:32
US/Pacific

Allow Clients -

€ Previous 1 Next) B Finish % Cancel

L]
1 NOTE: For improved security, Quest recommends adding IP addresses for the backup console (AppAssure Core, AppAssur

Agent). Not all environments will have all components included.

12 Click Save to complete container creation.

< OUeSt DR4000

swsys-17.ocarina.local

GlobalView *  DefaultGroup/Containers
Dashboard >
I Containers + Add Container
Replications
Storage Access Protocol
System Configuration  » Access Protocol NAS (NFS, CIFS)
Support 4 Container Name EmpData

10/24/2017 024629 Configure NAS Access & Marker
US/Pacific NAS Access Protocol CIFS

Marker Type Auto

Configure CIFS Client Access

Client Access Open (allow all clients)

TR xcancel

13 Confirm that the container has been added.

DR4000 -
<Quest swsys-17.ccarina local :
GlobalView *  DefaultGroup/Containers
Dashboard b
Container = Marki +  AccessProtscel $  Connection Status & Replication & Actl
I Containers entainer arker Type #33 Protoco ennection 3 eplication ons

Replications backup Aulo NFS,CIFS Available, Available Mot Configured BEBEn

Syslem Conhgurabon ] EmpData Auto CIFS Avallable Mot Cenfigured nﬂn I

Support »
2 llem(s) found.

12472017 0247 41
LI5/Pacific

14 Click the Statistics icon to get the container share/export path, which you will use later to target the DR
Series system.
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DR4000
< oueSt swsys-17.ocarina local

GlobalView *  DefaultGroup/Containers
Dashboard »
Container = Marker Type + Access Protocol + Connection Status ¢ Replication & Actions
Containers
Replications backup Auto NFS.CIFS Available, Available Not Configured E E
System Configuration » EmpData Auto CIFS Available Not Configured g E
Support »
2 ltem(s) found.
10/24/2017 024741
US/Pacific

You will see the container stats and share/export path of the container as shown in the following example.

DR4000 ]
< QueSt swsys-17.ocarina.local :
GlobalView »

Active Files £  Active Bytes ez Throughput [ @ zoon~ |
Dashboard Sl yt & Zoom ghp @ Zoom
Containers — Active Files — Active Bytes — Read
10 10 = Write
Replications
System Configuration y 2 % E 5
5 5
Support »
10/24/2017 02:49:27
) 45 0200 0215 0230 0 45 02:00 0215 0230 0z 45 0200 0215 0230 0l
US/Pacific Tue 24 October Tue 24 October Tue 24 October
Marker Type: Auto Connection Type: CIFS Total Files: 0
CIFS Connection Configuration v
CIFS share path E\swsys-ﬂ ncanna,local\EmpDalﬂ
Client Access Open Access (all clients have access)
CIFS Wite Accelerator inactive
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Setting up AppAssure

Archiving backup images to the DR Series

system

To create a backup job and back up a Windows data set, follow steps 1-10 in the procedure that follows. If you
already have a backed up data set, skip steps 1-10 and start from step 11 to archive the backup data set to the

DR Series system.

L]
1 NOTE About Linux backup images: Steps 9-12 in the following procedure are for archiving both Windows and Linux

backup images. To generate Linux backup images, see Installing the Linux agent.

1 Log on to the AppAssure Core and click Repositories.

Replicate Funning taskes: 0 Help 32

[T —— [[E——

Space Uhage Read Throughpt Cnlnpﬂ'.'-im Deduptication

o data to display

2 Click Create > DVM Repository.

3:09%

Server time

Quest  Rapid Recovery Protect Restore Archive Replicate

Repositories

[ Connect to Existing ~ Z Refresh
DVM Repository

R3 Repository
R3 Repo
Tiering repository

I e N N

Mo data to display




3 Type a repository name and click Add Storage Location.

Add New Repository

Details

Repository 1

Concurrent operations
64

Comments:

Storage Locations

+ Add Storage Location
. I

No data to display

e

4 Enter the Storage Location details, and then click Save. The storage location is the target location for the

backup job (DR container share/export shared location).

Add Storage Location

Storage Location

Add file on local disk Bl\dd file on CIFS share
UNC path: 1110.250.241.45\Emplata

User name: localhost\administrator

Password:

Storage Configuration More Details

Size:

5 Click Create.
Add New Repository

Details

Repository name Comments:

Repaository 1

Concurrent operations
64

Storage Locations

+ Add Storage Location

o T CEEEE

110.250.241.45\EmpData 110.250.241.45\EmpData 250 GB




6 Verify the Repository has been created in the list of DVM repositories.

Help 318

Server time

Quest | Rapid Recovery Protect Archive Replicate

Repositories

+ Create ¥ [ Connect to Existing ~ Z Refresh

DVM Repositories

N N o N N

0% 0% 0010MBss

B » @ Repository 1 232.09 GB free of 232.09 G&

7 In the AppAssure core console, click Protect > Protect Machine.

Replicate

OUESt Rapid ' Protect  ~ Restore Archive

Protect Machine

Protect Cluster

Z Refresh

Protect Multiple Machines P Connect to Bxisting ~

Deploy Agent Software

8 Select the type of configuration to protect as either Typical or Advanced and click Next.

-

Protect Machine Wizard

N vecome

The Protect Machine wizard helps you to quickly and easily protect a machine.
Choose the type of configuration.

® ) Typical

Advanced (show optional steps)

Okip this Welcome page the next time the wizard opens.

Cancel



9

If you selected Typical, do the following:

a Enter the details for the protected/client machine and click Next.

-

Protect Machine Wizard

Welcome ¥ Connection

Click Next to connect to the machine you want to protect.

Operating system:

Host:
Port:

User name:

| Windows

[10.250.242.121

|so0s |

| testadladministrator

Cancel

Welcome Protection

Connection
Select protection settings.
Install Agent v

Schedule settings:

[10.250.242.121)

fault protection (hourly snapshots of all volumes)

() Custom protection

Cancel

Setting up the DR Series System as an Archive Target on AppAssure 6.2



c

For Custom protection settings, do the following.

a Select Custom Protection and click Next.

Protect Machine Wizard

Welcome Protection

Connection

Select protection settings.

Install Agent W

Display name: ‘ 10.250.242.121

Schedule settings: ( Default protection (hourly snapshots of all volumes)

ustnm protection

Cancel

b Select the volumes to protect and click Next.

Protect Machine Wizard

Welcome ~  Protection Volumes

C t
onnecton Select volumes you want to protect.

Protection

v

{Volume Labeled System e ——
Reserved) 259.76 MB used of 350 MB

L] 27.9 GB used of 28.35 GB

——
D:\ 37.38 GB used of 70.7 GB

Setting up the DR Series System as an Archive Target on AppAssure 6.2



¢ Select the protection schedule and click Finish.

Protect Machine Wizard

Welcome Protection Schedule

G i
ennecton Set protection schedule. In erder to use advanced schedule options, click "Initialy pause protection” and modify
Protecton settings later from the Agent Summary page.

Volumes
i /| Weekdays {Mon-Fri)

From: 12:00 AM To: 11:59 PM Every: hU minutes

Take snapshots the rest time Every: minutes

| Weekends (Sat, Sun) Every: 60 minutes

< Daily protection time: >

Ily pause protecton

10 If you selected the Advanced configuration type, do the following:

[

a Enter the details for the protected machine/client machine and click Next.

Protect Machine Wizard

Welcome ¥ Connection

> Connection
Click Next to connect to the machine you want to protect.
—eonn ...

Protection

User name: testad\administrator

Password: sessssses




Select the Default Protection option and click Next.

Protect Machine Wizard

Welcome “  Protection

Connection v

> Protection

Repository Display name: 10.250.242.127

Select protection settings.

Schedule Settingsufae ® Default protection (hourly snapshots of all@%

Custom protecton

Select one of the following options for the location for storing protected data and click Save:
o Use an existing repository - To select an existing repository.

o Create new repository — To create a new repository.

Protect Machine Wizard

Welcome ¥ Repository

C t
onnection Specify the location fo

Protection
#) UUse an existing Repository

Create a Repository

Name

Location

¥ oF \\server

User name

Metadata Path




To encrypt data during protection, select Enable Encryption and click Finish; otherwise, click Finish.

Protect Machine Wizard

Welcome

Encryption

Connection

W
W
Protection v
W

You can encrypt received data with an Encryption key.

Repository

> Encryption

Select the Custom Protection option and click Next.

Protect Machine Wizard

Welcome ¥ Protection

Connection v

> Protection

Volumes Display name: 10.250.242.127

Select protection settings.

Schedule Settings: Default protection (hourly snapshots of all volumes)
Repository

Encryption




Select the volumes to protect and click Next.

r

Protect Machine Wizard

Welcome “  Protection Volumes
Connection

Select volumes you want to protect.
Protection

v

— Volume Labeled Syst —
epository ‘R:'S:r";:d.]a gled System 26.13 MB used of 100 MB NTFS

Encryption ——
ca 38.14 GB used of 58.5 GB NTFs

D:\ 19.7 GE used of 141.41 GB NTFs

[

Select the appropriate protection schedule and click Next.

Protect Machine Wizard

Welcome Protection Schedule

C t
onnection Set protection schedule. In order to use advanced schedule options, click "Initially pause protection® and modify

Protection settings later from the Agent Summary page.

Volumes OPeriods
pitiELLE /| Weekdays {Mon-Fri)

3 v
ey From: 12:00 AM  To: 11:59 PM minutes

Encryption
Take snapshots the rest time minutes

+| Weekends (Sat, Sun) minutes

& ) Daily protection time: -

Initially pause protection




Select one of the following options for the location for storing protected data and click Save:
o Use an existing repository - To select an existing repository.

o Create new repository — To create a new repository.

Protect Machine Wizard

Welcome Repository

C ti
ennechon Specify the location for storing the protected data.

Protection

Volumes

Schedule Repository 1

s pse Create a Reposito

Encryption Name

Location

User name
Password.

Metadata Path:

If you want to encrypt the data during the protection, select Enable Encryption and click Finish;

otherwise, click Finish.

Protect Machine Wizard

Welcome Encryption
Connection - 5 -
You can encrypt received data with an Encryption key.
Protection
Volumes

Schedule v

Repository v

> Encryption




11 Select or clear the checkbox next to each volume group to select the backup data set. To change backup

schedules, click Set a Schedule.

10.250.242.121

Summary 7 | Actions +

Host: sridhar w1242
Lest Snagshot: 117572016 3:00:37 P 3 Settings
Mext Snagshet 11/11/20% M:0R00AM  Lust successiul Attachabiity Check: Mot yet performed

Encrypion:  Disatled List Log Truneation Not yet performed

varsion: 541106

Volumes

(E et s schedule ® Force Base bnage 1 Force Snapshal

File System isuu\hge % [

& (Volume Labeled System Reserved) HTFS % SubouVe ThPrSa  TROOAM - 1159 0M 0min 11102006 T10000AM | € =
® NTR SuMaTuWe ThFrSa (200 AM - 10:59 A (50 min)  {1/10/2008 11:00:00 AM G v
@ n NTP T SuMoTWeThFrSs  1Z:00AM- TLSOPM (GDmin)  IVII0W 10000 | 43 =

SQL Server Information

e " i

¥ @ SQUBPRESSOME €\Program Flesiticrosoft SQL ServerMSSQLT1 SOLEXPRESSOMEMSSQL Sql Server 2012 11.0.30000

The machines that have been protected by AppAssure are listed on the left side under Protected
Machines.

e

10.250.242.121 |

Summary 7| Actions -

Host: sridhar-wilel

LsstSaapchot:  Notyetperformed > Settings

Mext Saapshot: 11/9/2015 10000 AM  Last successiul Attachability Check: Mot yet performed
Encryption;  Disabled Last Log Truncation: Nat yet performed
Version: 541108

Volumes

EfSet aschedule 4 Force Base lmage @) Force Snapshot

| Home | File System | Space Ussge Schedile Current Schedule Heat Snapshot -

0 & NTFS Hot protected o
0 & NIFS Mot protected o -
0 & = NTFS Hot protected & -
SQL Server Information

e

> @ SQLEPRESSOME Cabrogram Files\Micrascit SQI. ServeriMSSQU.SQLEXPRESSOMEWSSQL Sql Server 2012 11.0.3000.8

AppAssure creates backup images for the protected machines according to the protection policy.



12 To see the backup images, click Protected Machines > Recovery Points.

Summary Events | Tools v Configuration v
{ 10.250.242.127 Recovery Points ?
Summary
Total Recovery Points: 63 @ Passed Checks Count: 0 Repository Status:
Total Protected Data:  144.7 GB Required Cnecks Count: 0 I "
Repository: Repasitory 1 @ Failed Checks Count: 0 TP
Recovery Points * Actions
I S S N
L |f Volume Labeled System Reserved'), D:\ Incremental 1172016 2:00:00 40 5115348
» o' (volume Labeled System Reserved], D:t Incremental 2006 12:13:02 At 928,09 43
» ' [Voume Labeled Systen Reserved], D Incremental 146206 14:00:01 ik 5.11 hB
» o' Doume Labeled System Reserved, D Incremental 1792018 10:00:01 Pk 5.03 HB
» |f (Volurme Labeled System Reserved’), D\ Incremental 1/9/201% 9:00:03 PM 5.05 MB
’ mi' (Volume Labeled System Reserved], D2\ Incremental 11/92016 B:00:01 P 5.05 MB
' ﬂ" Volume Labeled System Reserved), D:\ Incremental 117972016 7:00:01 PN 5.00 MB
» o' oume Labeled System Reserved, D: Incremental 11492016 6:00:02 B 5.02 MB
» o' ¥olume Labeled System Reserved ], D Incremental 11492016 5:00:02 P 5.05 HB
y @' (Volume Labeled System Reserved], D:i Incremental 11192016 400:05 B 5.12 hB
’ o (Volume Labeled System Reserved], Dit Incremental /92016 3:00:01 P 5.11 HB
» ' volume Labeled System Reserved], D Incremental 1492016 2:00:06 B 5.26 MB
’ o' Ivoume Labeled System Reserved], D Incremental 11/9/2016 1:00:03 P 5.19 HB
’ o Volume Labeled System Reserved), D Incremetal 1192016 12:00:05 Pk 5.41 hB

Archive Replicate

Create Archive

Import Archive

Attach Archive

Protected Machines

I e e R

No data to display




14 Enter all of the required archive location information and then click Next.

Archive Wizard

Archive Type ¥ Location

Select the lecation where you want to save the archive.

Location type: Metwork

Location: [Vswsys-17.testad\EmpData

Example network path: V\servername'sharename

User name: |testad\administrat0r

Password:

Cancel

S

15 Select the machines that you want to archive and click Next.

f

Add Archiwve

Location

ALl

Select the protected machines that you want to archive.
FY

Display Hame Recovery Points
|!| 10,250,242, 121

(W 10.250.242.127

' Back .g ' Cancel |




16 Select the required Recycle option to Archive and click Next.

Location

Options

Machines

W
» Options Select recycle options for archive.

Recycle action: Do not reuse ¥
Do not reuse
Replace thiz Core

Comment: Erase completely
Incremental

Use compatible format: SRS

Maximum Size: ® Entire Target E

|| MOTE: The Mew format offers better performance howewer it is not compatible with

Cancel

17 Select a date range for the recovery points and click Finish.

Location

Machines v pate Range

Options v Select date range for recovery paints which will be included in archive.

> Date Range

Start Date: 12:00 Ad 010142016
Expired On: 12:00 Ad 06302016

@ Cancel




18 To check the archive job details, click the Events tab.

Manitor Active Task

Archive of 1 Agents (10.250.242.117) from 1/1/2016 12:00:00 AM to 11/10/2016 12:00:00 AM. Archive path: \\ Swsys-17 testad.ocarina. local\empdata
Start Time: 1112018 12:13:02 At

|

Details

Elapsed Time: 2 hours, 12 minutes, 32 seconds 4 1,24 GB of 143.3 6B » Cancel
Rate: 256,66 KB/s Running archive

Time Remaining:

QOpen In New Window Close (Task will run in background)

The archive job details are displayed on the Events tab.

Home  Replication | Virtual Standby MNETIITM Tools *  Configuration +

s

Tasks

[+

Tasks  dlerts  Events Search keywore From ¢ BN T v X B e -

Page: |1 1 2 3 4 5 b
1 S S N N
:

Mainlaining repository Repesitary 2 T I2018 10003 AN

oo E
¥ Transfer of velumes [IVolurme Labeled System Reserved't, €, D:1] from "10.230.242,121° A1 2016 1:00:00 AN
*  Checking backup on \OR8300-22. testzd. ocarina. localempdata Succeeded HATAME 10439 A0 111208 120439 ]
> f\Er:“h;;:' 2 Agents (10.250.242.121, 10.250.242.127} from 117172016 12:00:00 AM to 11/11/2016 12:00:00 At Archive path; Wiswsys-17. testad, ocarina. local Succeeded U016 12-403:00 A 11411 £2008 12:13:05 AW,

=il of 1 Agents {10.250.242.127) from 1/1/2016 12:00:00 AW to 11/10/2015 12:00:00 A, Archive paths Yiswsy=-17 testad. oarina. ocal empdai—> 1.31GBof 43.1GR 1171172016 12:13:02 A g
* Transfer of volumes [Volume Labeled ‘System Reserved), C:t, 0:1) from '10.230.242,127 ADH‘% ME of 40.% GB TAT/206 12:13:02 AW E
» Rolling up 7' protected machinels). Canceled i
> Transfer of velumes [(Volume Labeled System Reserved'), 24, 0:1] from '10.250.242.127 Succeeded T1/9/2016 11:00:01 P 11/9/2016 11:27:05 PH, ]
> Transfer of volumes [[Volume Labeled System Reserved'), C24, D21 from '10.250.242.127 Sucresced /92016 10:00:01 P 117972016 10:27:07 P,
» Transfer of velumes [[Volume Labieled System Reserved), €24, D21] from "10.250.242.127 Succeeded /92016 5:00:03PH 17572016 9:27:09 P
¥ Transfer of velumes [IVolume Labeled ‘System Reserved't, €4, 0:4] from "10,250.242, 127 Error 11792016 B:00:01 PM 1792016 82701 PrA
¥ Transfer of velumes [IVolurme Labeled System Reserved'l, €4, D:1] from "10.230.242, 127 Succeeded 117972016 T:00:01 P 11/6/2016 F:27:05 P
* Transfer of velumes [[Volume Labeled ‘System Reserved'), C:h, D:] from '10.250.242, 127 Succeeded 11/9/2016 6:00:02 P 11/%/2016 6:26:57 P
> Transter of volumes [[Volume Labeled ‘System Reserved), €24, D21 from '10.250.242.127 Succeeded 1/9/2016 5:00:02PM 11372016 5:27:00 P1A i




Restoring archived backup images from

the DR Series system

Follow these steps to restore archived backup images from the DR Series system.

1 Click Tools > Archive > Import.

———
Home | Replication  Virtual Standby | Events @TI0 Configuration ~

P
& syctem Info
© Bootcos

System Info ?

Hast name: SLATHA-W2KE-¥1
05 Version: Microsoft Windows Server 2008 R2 Enterprise
05 Architecture: ANDB4.

& vounts.
= Bulk Deploy

Mernery {Physical: 268
© Dovnloads ey (Physial)
Dicmimz name: SLATHA-W2KE-¥1
m““"“‘"d led Domain Hame: slatharw2k8-v1. testad,ocarina.local
& Clouds it che Location: [ ral i Rep
B Diagnesties » Ok AN he Location: Co\Programbat \RepositoryetaDataiPrimaryCache
il Feprs | fache Location: @ eryiRepasitar condaryCache
Volumes
Name Daviea ID File Systam Formatted Capacity Used Capacity Hhount Points
{Volume Labeled ‘System Reserved) \Device Harddiskolumes NTFS 100 3 10018 56.3¢ MB
€ \Device' Harddiskolume2 NTFS 56.5GB 58568 39.61 6B i
b \Device' Harddisk¥olumed NTFS 414168 1414168 140.45 68 b
Replay Engine Connections » Details

[0t o DT e s e o Abertite e

Mo data to displey

2 Enter the UNC path of the DR container share that holds the archive images. In addition, enter the CIFS
credentials for authenticating to the DR Series system. Click Check File.
Import Archive Wizard

Import Type ¥ Location

Select the location of an archive.

Location type: Metwork

Lecation: \iswsys-17.ecarina\EmpData

User name: testad\administrator

Password:

Cancel

[ d

3 Under Agent Names, select the agent and repository that the archived data will be imported to and click

Restore.



Date range: 11/10/2016 12:00:00 AM to: 11730/2016 11:00:00 AM

Comments:

Care SUATHA-WIKE-V) (SLATHAW2HE1

Agent Display Names

< 1025022477

Sel
@ Cancel

4 To monitor the restore process, click Open Monitor Window.

Monitor Active Task

Importing 1 machine backup(s) from archive. Path: \\ swsys-17.testad.ocarina. localempdata

Start Time: 111112016 52548 A,
Status: Succeedsd
Details

Hapsed Time: 1 secends Propress: 946,69 ME of %46.63 ME
fate: 122,06 GB/s |346.63 ME total) Total Vork:  M8.63 ME

Gpen In Hew Window

End Time: 1H/11/2016 8:29:43 AM

Clase (Task will run in background)

5 After the restore is completed, click Protected Machines -> Recovery Points. Verify that the recovery

point(s) have been restored back to the repository.

10.250.212.177 Recovery Points

Summary

Tatal Recovery Polnts: 3 @ Fassed Checks Count
Total Protected Date: 546,69 MB Requiced Checks Count: §
Repository: EmpOata @ Failed Checks Count

Repository Status:

525,06 MB wsed of 1.8 T8

Recovery Points

Status. | Encryoted

111172016 6:00:02 AM

Incremental

11/1172016 5:00:03 A

incremental

171172016 &0007 AM

Base




6 You can expand the recovery points to view available operations.

Events | Tools v Configuration -}

v I 10.250.212.177 Recovery Points 2
F a Summary
TotalRecovery Points: 3 @ Passed Checks Coune 0 Repositary Stats:
Total Protected Data: 946,63 M8 # Required Checks Count: 0 (3
Repasitory: EmpData @ Falled Checks Count: L] 525,06 MB used of 1,86 TB
Recovery Points * Actions
[F F1 Incremental. /112016 6:00:02 A 2.47 MB
Type
Incremental 2748
» ’ [F FL Incremental 1171172016 5:00:03 AM 2.48 MB

r @ a Base 011112016 $:00:07 AM 41T MB




Setting up the DR Series

system cleaner

Performing scheduled disk space reclamation operations are recommended as a method for recovering disk
space from system containers in which files were deleted as a result of deduplication. The cleaner runs during
idle time. If your workflow does not have a sufficient amount of idle time on a daily basis, then you should

consider scheduling the cleaner to force it to run during a scheduled time.

If necessary, you can perform the procedure described below to force the cleaner to run. After all of the backup
jobs are set up, the DR Series system cleaner can be scheduled. The DR Series system cleaner should run at

least 40 hours per week when backups are not taking place, and generally after a backup job has completed.

1 Click System Configuration > Schedules.

QueSt E'Efst-)??(.)ocarma.\ocal
GlobalView » Active Directory
Dashboard » Client Connections
Containers Date And Time
Replications Enclosures
‘Syslem Configuration b> Licenses
Support » MNetworking
10/24/2017 22:47:18
US/Pacific SSL Certificate
Storage Groups
Users

2 In the Action menu in the upper right part of the Schedules page, click Add Cleaner Event.



DR4000 .
OUeSt swsys-17 ocarina local administrator
GiobalView *  Schedules
Dashboard N Add Replication Event
Cleaner status: Done M Cleaner Schedule Al ~ M Source Replication Schedule Al ~ Add Multiple Replications
Containers )
7 W Target Replication Schedule Al « Add Multiple Cleaners
Replications Run Cleaner Now
S M Ti Wed Th F
System Configuration » . un on ue € u '
300 ® Log Out
Support »
4:00
10/24/2017 22:43.43
5:00
US/Pacific
3 Set the schedule for the cleaner to run and click Save.
DR4000 - .
O.UGSt swsys-17.ocarina.local administrator H
GlobalView » Schedules
Dashboard »
Cleaner status: Done M Cleaner Schedule Al M Source Replication Schedule Al ~
Containers
M Target Replication Schedule Al -
Replications

System Configuration » E’: New

Support »
(i} Only one cleaner event is allowed per day.

10/2412017 22 44-24 Set event from standa©t ~ + - + toend da@t N Y
US/Pacific

*® Cancel

For additional guidance on setting up the system cleaner, refer to the white paper, DR Series Cleaner Best
Practices. You can download this document from the DR Series support site by selecting your specific DR Series
system model, and then navigating to the Technical Documentation page.


http://support.quest.com/DR-Series

Monitoring deduplication,

compression, and performance

After backup jobs have run, the DR Series system tracks capacity, storage savings, and throughput on the DR
Series system dashboard. This information is valuable in understanding the benefits of the DR Series system.

-
1 | NOTE: Deduplication ratios increase over time. It is not uncommon to see a 2-4x reduction (25-50% total savings) on

the initial backup. As additional full backup jobs are completed, the ratios will increase. Backup jobs with a 12-week
retention will average a 15x ratio, in most cases.

Dashboard
Capacity Fe Storage Savings @ Zoom~
|| = Total (17.24 TB) 100 | — Total Savings (0.01%)
— Used (0TB)
= Encrypted (0 TB)
@ 10 E,
0310 03:20 03:30 03:40 03:50 04:00 0310 03:20 03:30 03:40 03:50 04:00
Tue 24 October Tue 24 October
Throughput g System Usage @ zoom~
—  Read (0 MiBls) 100 | — CPU(7.18%)
—  Write (0 MiBIs) —  Memory (0%)
z F 5
0310 03:20 03:30 03:40 03:50 04:00 0310 03:20 03:30 03:40 03:50 04:00
Tue 24 October Tue 24 October
System Summary
Total Number of Files in All Containers 8 Active Bytes 484.14 KB
Number of Containers 2 Advanced Data Protection Idle
Number of Source Replicated Containers 0 Cleaner Status Done [




Appendices

A - Configuring the DR container share

as a CIFS storage device

To configure the DR container share as an archive destination, AppAssure needs to authenticate to a DR Series
system. If the DR Series system is joined into an Active Directory domain, you must enter [domain_name]\user_id

in the User Name field for successful authentication.

Import Archive Wizard

[irse e Location

Location
Select the location of an archive.

Location type: Metwork

Location: \\swsys-17.ocarina\EmpData

Example network path: \iservernamesharename
User name: testad\administrator

Password:

Cancel

L]
1 | NOTE: If the DR is configured as a standalone CIFS server, a DR local CIFS user credential can be used.



Import Archive Wizard

Import Type ¥ Location

Select the location of an archive.

Location type: Metwork

Location: \\swsys-17.ocarina\EmpData

User name:
Password:

B - Backing up a Linux client

Installing the Linux agent

On the Linux client machine, run the commands below as the root user to install the Linux agent.

1 | NOTE: For more details, see the AppAssure User Guide.

1 Create a new user for Linux Agent:
useradd approot
2 Set a password for the new user:
passwd approot
3 Add the user to the root, daemon, adm, and wheel groups.

usermod -G root,daemon,adm,wheel approot

root@lvanW-RHEL6-02:~/Downloads

File Edit View Search Terminal Help
[root@IvanW-RHEL6E-02 Downloads]l# useradd approot
[rooct@IvanW-RHELE-02 Downlcadsl# passwd approot
Changing password for user approot.

New password:

Retype new password:

passwd: all authentication tokens updated successfully.
[root@Ivani-Rl 6-02 Downlcadsl# usermod -G root,daemcn, adm, wheel approct
[root@IvanW-RHELG-02 Downloads]l# groups approot
approot @ approct root daemon adm wheel
[root@IvanW-RHELE-02 Downloads]# JJ

4 Install the Linux agent installer.



./appassure-installer_rhel_amd64_6.2.125_sh

root@ivanW-RHEL6-02: ~/Downloads

File Edit VMiew Search Terminal Help
—11-03 16:45:17 is 1149951.791499555 5 in the future

4578 s in the future
tar:

11-03 16:46:02 is 1149985.26755657 5 in the future
—11-03 16:45:12 is 1149945.264826559 s in the future
:47:51 is 1150104.264341006 s in the future

n the future
Configure default port for Agent [B0O06]:
AppAssure Agent will listen on port 8006
v
machine
Enter a list of users allowed to protect the machine (ex: jsmith,ajohnson}
I

approot]
:::::::1444*4*4*4+4444*444444*44*4*4+4444*44444***

A reboot is required to apply installation changes
Would you like to reboot after imstallation? [Y/n] yl

tar: appassure-packages/version: time stamp 2013-11-03 16:46:03 is 1149997.7908

tar: appassure-packages/appassure-agent-5.3.6-1252l16.xB6_F4.rpm: time stamp 2013

Lo

appassure-packages/appassure-vss-5.3.6-125216.x86_64.rpm: time stamp 2013-1
1-03 3 is 1149997.78783B757 s in the future
tar: appassure-packages/appassure-mono-5.3.6-125el6.x86_Ft4d.rpm: time stamp 2013-

tar: appassure-packages/appassure-vdisk-5.3.6-125el6.x86_64.rpm: time stamp 2013
tar: appassure-packages/nbd-dkms-2.6.32.el6.noarch.rpm: time stamp 2013-11-03 16

tar: appassure-packages: time stamp 2013-11-03 16:47:51 is 1150104.263594253 s i

Now add some users to group 'appassure' to grant them permission to protect the

[none

[>]

i NOTE: You can download the Linux agent installer from the AppAssure 5.x link here:

http://docs.appassure.com/display/AA50D/AppAssure+5+Previous+Builds.

Configuring the Linux client machine

Follow these steps to configure the Linux client machine.

1 On the AppAssure Core Console, click Protect -> Protect Machine.

2 In the Connect dialog box, enter the information about the client machine, and then click Next.

-

Protect Machine Wizard

Welcome Connection

>Co i
Click Mext to connect to the machine you want to protect.

Host:

Port:

User name: approot

Password: srnsass

-
1 | NOTE: Use the approot user, which was added during agent installation.



http://docs.appassure.com/display/AA50D/AppAssure+5+Previous+Builds
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