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Executive Summary

This document provides information about how to set up the DR Series system as a backup target for CA
ArcServe v16.5.

For additional information, see the DR Series system documentation and other data management application
best practices whitepapers for your specific DR Series system at:

http://support.quest.com/DR-Series
For more information about CA ArcServe, refer to the ArcServe documentation at:

https://documentation.arcserve.com/Arcserve-Backup/Available/R16/ENU/bookshelf.html

i NOTE: The DR Series system/ ArcServe build version and screenshots used in this document might vary

slightly, depending on the version of the DR Series system/ ArcServe software version you are using.


http://support.quest.com/DR-Series
https://documentation.arcserve.com/Arcserve-Backup/Available/R16/ENU/bookshelf.html

Installing and configuring the DR

Series system

1 Rack and cable the DR Series system, and power it on. In the Quest DR Series System Administrator
Guide, see the following sections for information about using the iDRAC connection and initializing the

appliance.
m  “iDRAC Connection”,
m  “Logging in and Initializing the DR Series system”
m  “Accessing IDRAC6/Idrac7 Using RACADM”
2 Log on to iDRAC using the default credentials (username: root and password: calvin) and either:
m the default address 192.168.0.120,

m orthe IP address that is assigned to the iDRAC interface

3 Launch the virtual console.

L kel 10.250.224.148)

D REMOTE
NTROLLER

Sumimany Sysiem Ewantary
[ System Summary

Server Heath Virtual Console Preview

¥}

[-1-1-1-]
cEpEEEOD

Server Infarmaticn Quick Launch Tasks

4 After the virtual console opens, log on to the system (with the username: administrator and password:

Stor@ge! where the “0” in the password is the numeral zero).

File View Macros Tools Power HextBoot Virtual Media Help

DR6388 release 4.8.36828.8

r6388-45 login: administrator




5 Set the user-defined networking preferences.

lelcome! You appear to have logged into this system for the first time.

This wizard will help you set up the networking and host name.

NOTE: The MAC address for DHCP reservations is 24:6E:96:39:D6:88

Would you like to configure network settings (yes-no-later) 7

6 View the summary of preferences and confirm that it is correct.

Set Static IP Address

IP Address : 18.250.236.162
Network Mask : 18.255.255.128
Default Gateway 18.258.236.1

DNS Suffix : ocarina.local

Primary DNS Server : 18.258.248 .48

Host Hame : dr6388-45

Are the above settings correct (yes-no) 7

7 Log on to the DR Series system administrator console, using the IP address with username administrator

and password StOr@ge! (The “0” in the password is the numeral zero.).

wBe & Q@ 2

L £ 10.250.236.162 e 3 Enter tha FQDN of DR saries systam

N\ o~ ~d
Quest

(-

DR6300

dr6300-45.ocarina.local
administrator

Stor@ge!



8 Join the DR Series system to Active Directory.

a

b

c

NOTE: if you do not want to add the DR Series system to Active Directory, see the DR Series System Owner’s
Manual for guest logon instructions.

In the left navigation area of the DR Series system GUI, click System Configuration and then select
Active Directory.

€ OF 0 https//10.250.236.162/#/ActiveDirectory
OueSt dDrERSEC;JgECS].ocarina.Iocal
GlobalView » I Active Directory
Dashboard »  Client Connections
Containers »  Date And Time
Replications » Enclosures
System Configuration » Licenses
Support » Networking
09/25/2017 23:04:39 Schedules
US/Pacific-New SSL Certificate
Storage Groups
Users

Click Join.

€ O f htips//10.250.236.162/#%/ActiveDirectory

DR6300
Quest dr6300-45.0carina.local

GlobalView *  Active Directory
Dashboard 4
o Note: The Active Directory settings have not been configured. Clic « join t - configure them.
Containers »
Replications »
System Configuration 3
Support 4
09/25/2017 23:02:24

US/Pacific-New

Enter valid credentials and click Join.
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€& (Of https;//10.250.236.162/#/ActiveDirectory

OueSt dDrﬁRS?)ﬁgg.ocarina.loca\
GlobalView 4
Dashboard ’
Containers »
Replications 3
System Configuration »
Support 4

09/25/2017 23:14:18

US/Pacific-New

Active Directory

S Join

Domain Name (FQDN) ‘

Username

‘ administrator]

Password

Org Unit ‘

d On the Action menu in the upper right corner of the page, click Add Login Group.

€ 28 hilpsy/10250.236.1621# /AdtiveDirectory

DR6300
Quest dr6300-45.ocarina local

e

“8 + a9

administrator [ 0

GlobalView
Dashboard
Containers
Replications

System Configuration
Support

09/25/2017 23:56:53
UsiPacific-New

Active Directory

9 Join

Domain Name (FQDN)

Usemame

Password

Org Unit

[+

Add Login Group

Login Group@

[ o= QRO

testad.ocarina.local

‘administrator

3 Leave

© Add Login Group

& Log Out

9 You now need to create and mount the container. In the left navigation menu, click Containers ->

<Storage Group>.
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€ (O 8 httpsy//10.250.236.162/#/Dashboard

DR6300
Quest dr6300-45.0carina.local

GlobalView 4

Dashboard »  All Containers
Containers » | Arcserve
Replications »  DefaultGroup
System Configuration r nvi

Support ronv2

nv3
09/26/2017 00:01:25

US/Pacific-New

10 On the Action menu in the upper right corner of the page, Add Container.

€ ©F& hitps//10.250.236.162/#/StorageGroups/Arcserve/Containers @  Q search wEae +$ a9 =
DR6300 . .
QuEest 01 ocarina tocal administrator [0 F
GlobalView 3 Arcsewelcontainers I 8 Add Container |
Dashboard 3  Log Out
. Container * Marker Type % Access Protocol & Connection Status & Replication $ Actions
Containers 3
No records
Replications »
System Configuration > 0 tem(s) found
Support 3
09/26/2017 00:03:01
US/Pacific-New

11 Enter a container name.

12 For the Access Protocol, select NAS (NFS, CIFS) and then click Next.

€ @©/F & hitps//10.250.236.162/4/StorageGroups/Arcserve/Containers @  Q Search Tt B + A =
DRE300 .
Quest  apmis ocarinaloca administrator [l 0§
GlobalView * Arcserve/Containers
Dashboard 3
Containers , *+ Add Container
Replications »
System Configuration » Access Protocol @ NAS (NFS, CIFs) hd
Support 4 Container Name @ ‘ARCI | u
US/Pacific-New
Container * Marker Type # Access Protocol & Connection Status & Replication & Actions.
No records
0 ltem(s) found.
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13 Select NFS, CIFS as the access protocol and the Marker Type as ARCserve, and then click Next.

& DA R hittps//10.250.236.162/#/StorageGroups/Arcserve,/Containers. @ Q Search B & aAQ =
DRB300
QuESst  qopmis acarmasoc administrator [0 §
GlobalView * Arcserve/Containers
Dashboard »
Containers , <+ Add Container
Replications »
System Configuration  » Access Protosols
Support » Marker Type ARCserve -
09/26/2017 00:06:45 < Previol LS| xcancel
u: ific-N
Container * Marker Type & Access Protocol & Connection Status $ Replication & Actions
No records
0 ltem(s) found.
14 Configure the NFS and CIFS client access settings and click Next.
€ ©F R hitps//10.250.236.162/#/StorageGroups/Arcserve/Containers ¢ Q Search T BH ¥+ & =
DR6300
Quest Ar630045.0cannalocal administrator [ 0§
GlobalView " Arcserve/Containers
Dashboard »
Containers , ¥ Add Container
Replications 3
System Configuration » NFS Options @ Read Write Access O Read Only Access
Support » Map Root To Roct -
00/26/2017 00:08:54 Client Access @ Open (allow all clients) O Create Client Access List
Us/Pacific-New Client FQDN or IP Address ‘
Allow Clients
-
Container * Marker Type & Access Protocol & Connection Status & Replication ¢ Actions
No records
0 ttam(s) found
€ © P& nttps//10.250.236.162/4/StorageGroups/Arcserve/Containers e Q Search TEa A =
DR6300
Quest s ocarnaloca administrator [0 3
GlobalView ' Arcserve/Containers
Dashboard 3
Conlainers , * Add Container
Replications »
System Configuration K CIFS Client Accass @ Open (allow all clients) O Create Client Access List
Support » Client FQDN or IP Address
00/26/2017 00:09:48
US/Pacific-New
Allow Clients
s
Container + Marker Type ¢ Access Protocol ¢ Connection Status # Replication ¢ Actions
No records.
0 ltem(s) found
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15 Review the summary and then click Save to add the container.

€ @& hitpsy/10.250.236.162/%/StorageGroups/Arcserve/Containers ¢ Q search

DR6300
Quest dr6300-45.acarina.local

wB + A0

administrator . 0

GlobalView * Arcserve/Containers
Dashboard 4
Containers , <+ Add Container
Replications ' Storage Access Protocol
System Configuration 4 Access Protocol NAS (NFS, CIFS)
Support ' Container Name ARC1
09/26/2017 00:11:15 Configure NAS Access & Marker
US/Pacific-New NAS Access Protocol NFS, CIFS
Marker Type ARCserve

Configure NFS Client Access

NFS8 Options Read Write Access
Map Root To Root
Client Access Open (allow all clients)

Configure CIFS Client Access

Client Access Open (allow all clients)

[ <rrorois [ 5 ][R

16 Confirm that the container is added.

4 DF R Pps 10,280 23816202 Slorag,

Quest  S52% cavaica

GlobalView .
Dashtoard »  Arcserve/Containers
Containers 3
Container * Marker Type & Access Protocel $ Connection Status & Replication $ Actions.
Replications 3

Suppert b 1 Itamys) found

DN26/2017 00:13:11

USiPacific-New

e 4+ RO

administrator [l ©

§ ARt ARCsarvD NESCIFS Hormlabia, Avalsble Hot Configusad n ﬂ n
Systom Configuration 3 I I
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Creating a disk-based target device on
CA ARCserve

For the Windows environment

1 Open the CA ARCserve Manager. In the navigation pane, expand Administration, and click Device.

2 Select a server and click Disk-Based Device.

H_-_ Quick Stat  View Device Window  Help

* 8 ij X dob Tape D8 = P [
- OPWEIR2VS Neee & " ] bl L = L @ o oal L &a A L]
Cloud Conn...| Cloud-base..| Disk-based .. [Device Grou.. Group Pro.. | Browse Clo... Scan Devices . View
- 'W'WR‘IW'W ° There are no Bems to show n ths view

10P-W2K12R2-V5

S

; Manage Cloud
Connections..

Pr— -~ ot |
Devices.. Server Name | 10P-w2K12R2-VS
-, Manage Disk-based St Windows Primary Server

Devices..

; Manage
Groups...

nnnnn

3 Select Windows File System Devices and enter a Device name, Description and the DR container share

path as Data File Location.
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: CA ARCserve Backup - [Device] [ELIE)
l.iik CuickStat  View Device Window Help [-]#
o [—— e & LT = £ & ' B B & 4 w© .
_ - Cloud Conn...  Cloud-base... | Disk-based ... | Device Grou.. Group Pro..  Browse Clo.. Scan Devices Farmat Ermin Rt g byect Rebuid View
| = & Servers
ST | - oK i i 3 i ki
[Protection € Recovery ]

T
B server aden
] Dukbused Dovioss: o [ s Berove [ Secmy
Neme Descrpbion Data File Location FileLocation Group Mame TapeName Vol

= Windows Flle System Devices

3 Deduplication evices

[ cpo [T Corc | [ e

¥ Refresh

!
!

4 Click Security, and enter the credentials of the domain to access the share. Click OK.

E CA ARCserve Backup - [Device] BT
@ Fie OuickSiart View Device Window Help -]
66 B & (B | ™ B B 8 4 ¥ H 4 & 4 8.
T — Cleud Conn... Cloud-base .. | Disk-based ._ | Device Grou.. Group Pro... | Browse Clo.. Scan Devices | Forrot Fraze Reten Come feet Rabsilld View
=G Severs
reato s ioons | NI T
—

L ——
‘ Server Admin

Device | |

Device Confiquration
gw prypeai =
ﬁm E1 Deduplication Devices

e o [

nimia - e — - !
B catabase G I

et CnghenPinera

Auont Deployment <l [ cacel |

5 Click Next and then click Finish.
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CA ARCserve Backup - [Device] —a] X

@ File QuickStart View Device Window Help

0P W REVE ﬂ‘;ss & 2 [ 4 B L) B E & o | a b < 4 .

Cloud Conn..| Cloud-base.. | Disk-based .. | Device Grou.. Group Pro.. | Browse Clo... -Scan Devices View
= &9 Sevens

= g 10P-W2KIZR2-VS

Thars oo 1o tems 12 show I this view

{ | Dkosses Devces [ ][ Bemeve | [ Secumy.
s Revice Confiauration Device Name  Description Data File Location Index FleLo.. GroupN.. TapeM.. VolSie

| £ Windown File System Devices
Zl © arC) [FSDescription | \\10250236.162ARCT 1561561 GB
g‘ Device Group Deduplication Devices

) vwsndmin e

Most Recently Used

» Backup } Rofresh

{
i

NOTE: Make sure that you can mount/verify the NFS share from the UNIX/Linux client system. Please see

Appendix A.1 for how to mount/verify the NFS share.

For the Unix/Linux environment

The steps described below for the Unix/Linux environment are similar to the procedure for the Windows
environment. The only difference is that the DR Series container NFS export path is used instead of a UNC path,

as described below, for Data File Location.

For other details, please refer to the preceding section for the Windows Environment.
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@ Fle QuckStad View Devce Window Help

2 B B x4

Device Grow.. Group Pro... | Browse Clo.. Scan Devices Format Eraie Reten:.
Dk based Devices: [ | [ Bemowe | [ soomy. |
Device Mame  Description Data File Location  Index File Location  Group Name  TapeName Vol Size
B Windows File System De
& arCi Psv-mq (EmE 1M | PGRPO
E) Deduplication Devices
Es_._?_'?.“.
N e |
I:Reﬂ'em
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Creating a new backup job with the DR

Series system as the target

1 In the Navigation pane, click Quick start -> Backup. Then, in the right side panel, on the Start tab, set

Select backup types as Normal backup for both CIFS and NFS backup.

B File QuickStart View Backup Window Help

"

Ll
I0PW2K12R2VS 35‘65 aﬁﬂ‘ = ;i o .
R soe > | schesie > | Desivain s |

;g_l o [= o
IW! ARC™ ~BACKUP
) UND</Linus 103 Mover backugs

technologres

@_mﬂdmm

(] Enable Synihetic Ful Backup Backing Up Data
.i e [ Enabe staging
1 L P——— You can use CA ARCserve Backup to back up all of your dlients at once, back up only your local host, or select the
Infrastructure etz you configure staging backup
~EJmnmmn Lot oucorfiuen vagrobackim il | hasts you wish to back up, induding indnadual data mover servers.
Location and Pobicies tabs appes :
& Rer . Note: In order to select objects residing on servers for backup, you must first enter the servers into the Client -
== Database. The CA ARCserve Backup software must be running to add servers to the database.
- = = : Use the Backup Manager to:
» Back up clients to various media or create a customized backup scheme.
_. « Use job filters to selectively exclude or include directonies and files from backup jobs. -
o Create an automated backup scheme using media rotation. For more information, see Rotation Scheme
Most Recently Used Configuration.
= Create an automated backup scheme using the CA ARCserve Backup GFS rotation scheme.
] Tape Device
» Device To complete job configuration, make the appropriate selections on the Source, Schedule and Destination tabs,

and then dick Options on the toolbar to set additional backup job properties. When done, dick Submit to submit Agent
your job.

2 On the Source tab, select the backup source files.

Setting up the DR Series system as a CIFS and NFS target on CA ArcServe v16.5 -

Creating a new backup job with the DR Series system as the target

17



Tape D8
10PWA12R2VS Ej ° o ° -

<
H

i

|Emwmm—mw~u—m il-
R = @ ”‘ﬂ
Fiter

AR Chent Agent ~ Type Size Last Modified Date Creation Date Attributes
= g I0P-W2K12R2-V5 (0.0.00) —l o [3VeesmConfigBackup File Foldes SO0/1T 10:00 AM S/10/17 10:00 AM

Ea@ac
& D03 AB_16_5_1_WIN_DVS
& D0 A
L=
& O ddt
#% 0 3 Documents and Settings
® DL inetpub
% 03 Perflogs
#% 10101 Program Files
40  Program Files (x86)
@101 ProgramData
& L3 Usens

O CAARCserve Backup Database
® O SqlServerWriter
w O g WM Writer
- OIE) Microsoft SQL Server
T Microsoft SharePomt Server
R Mirosoft Exchange Server
O Oracle Server
OB Inforrmix Server
I Sybase Server

DAY Other Appications
@ 0@ C2ARCserve Rephcation Scenarios:
& Tl CAARCserve UDP/D2D Agent for Windows
0l CA ARCsenve UDP/D2D Proxy Servers
# ] CA ARCserve UDP Recovery Point Servers
w o

support, || Fesdback | |« 227 Mermsh Hyper ytems

01 Preferred Shares/Machines bt
S s

3 On Schedule tab, set a Custom Schedule or Use Rotation Schema and Backup Method.

|'. File QuickStart View Backup Window Help

Lbacos | (@) - 7.
|loPevKtzRas MOO®® Options  Filter | View
E Start }l Souce > EXRTRT IR Destination }I
# ® CustomSchedue O Use Rotation Scheme
a Archive
e
- p—— Rape oo
e
& Server Admin
/%) Dashboard
@ Infrastructure

Backup Method
@ Full (Keep Archive Bit)
O Full (Clear Archive Bit]

Most Recently Used

> Backup O Incremental
- Leviee O Differential
] Use WORM Media
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4 On the Destination tab, select a destination device that is created on the DR Series system, and click
Submit.

Stant >| Souce )] Schedie o
[IMutipearing 1 it of S 2] | Cusminy Gou Madn 1
e Chutsary T L —
Archive
Rislors = gl Sevens TS <Device 2> <Buank Meda>
=G 10P-W2K12R2-V|
Server Admin =E3 °
Dashboard
T S
— i e s :
- Connections...
, Manage Cloud-based
Most Recertly sed 1y Mo m
» Backup T i | Group Type Regular group ]
nage . e
» Device B Gevices...
4 Manage Device
Y Group... ARC1 \110.250.236.162\ARC1\

3 Mansge Device Group
¥ properties...

|53 Browse Cloud
! Folder...

1 Refresh

5 In the Security and Agent Information window, choose an agent server, click Security, and, in the Security
window, enter a password and click OK.

= A ARCsesve Backup - Backup] B
A Fle OuckStan Vew Backup Window  Help -1=
o5 @ Y &
e O8O | i omon maw | ves
s 3| sos >
(R R T ——— [ 55 | Dusearprow Mgd [ ]
[ Mutgleyeg Group [PGRPD Media pgat -:
] | ——p——
& g 10P-W2KI12R2-Y
PGRPO Secunly for IDPW212R2¥5(0.0.00)
ser name: —M 7\“*7 ahi “
Bwomort
[Protecton K Recovery 1 ] peary ki o
R —— > e
Gelecr A1
(i — 13 Mansge Coud g
Connections.... Cins 4
Most Recently Used EREOS CovE e =
: Device B L.
() Manage Device |
2 Groups... W10.
5 Mg Devics Group I =
—
|5, Browse Cloud
[ Refresh
O T —
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6 Click OK in the Security and Agent Information Window.

el ‘CA ARCserve Backup - [Backup)
| Bk File QuickStan View Backup Window Help
s et | @ B2 W | EH .

|IOPW2KIZR2VS Meee® -
jlonwaimes: L] =)

o s |som [N

[ Multistreaming 1« Hurrber of Stz 4_5." [ Use Any Group Media: |:|
e P — -
= @ Servers ‘:Devic: 2> <Blank Media>
= g 10P-W2KI1ZR2-V
E3 PGRPO

e

(-5 Manage Cloud
=~ Connections...

|5 Manage Cloud-based
+* Devices...

() Manage Disk-based

{5 Manage Device
H Groups... \110.250.236.162\ARC1\

Manage Device Group
Properties...

{251 Browse Cloud
¥ Folder...

= Refresh

7 Enter the backup Job Name, choose a Job Execution Time, and then click OK.

W File QuickStat View Backup Window Help
‘ . [F— mwo | @ v |«
P T F - v
R —— Meoe .. Options  Fiter | View
st 3| smre > | schesie > [N
[ Mutisrowmng 140 Hunten ot Stmsne [~ &2 | ClUseAny Growe Mgdia d |
[ Mubiglesing Group [PGRFO Media pgot [
= gy Servers [ <Device 2> <Blank Media
= 10P-WKI2R2-¥
= rao S e [P
Job Detads Job Execution Tme
dob Type (@) Fun Now
Back s
Runblowdob hATNG g
e pcibs Soutce Nodes [szaony -]
9 I0PWKIZR2VS (00.00) Thiough Agent 325334M 13
Restination Node [ Sutwit on Mokd
e hod Group Name PGRPD
w MedaName *
M Clo-taied
_j) Manage Disk-based
Devices... JobName: | Save Template ]
Manage Device Jobi| -
5 ansge ¢ ! | (i) |-
J; peues Dot fieen | oK | Comcel | Hep.
_y; Browse Cloud
- Refresh

8 When the backup job runs, check the Job Queue display in Job Status window.
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o File QuickStart View JobStatus Window Help

Hess  HE - © @ B N = o Ny
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4

Setting up DR native replication &

restoring from a replication target

Creating a DR Series replication session

1 Create a CIFS container ‘ARC1' on DR1; create a second CIFS container '"ARC2' on DR2. For each of the
containers, on the ARCServe server, configure a Windows File System Device within the same group.

CA ARCserve Backup - [Device] [=a] x]
TR opwaimave M ;‘56 & o " ] 2 L] L= k] @ o | & &z 4 4 .
Cloud Conn.. | Cloud-base.. | Dick-based .| Device Grou.. Group Pro.. | Browse Clo. Scan Devices View
= B Servers faRCt
= G 10P-WKI2R2-VS §arc2
& ARCY
S ARC2

Disk based Devices e |

[ Device Mame  Description _ Data File Location " Index Fie Location Geoup Name  Tape Name Vol Sd

% ARC!  FSDescriptio.. \\10250.236.162ARCT\ PGRPO
LW ARCY  FSDescriptio.. \\10.250.242 SUARC2\ PGRP1

[ hee> | [ Cwce | [ W

2 On the source DR Series system, click Replication in the left navigation menu, and then click All
Replications.
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€ (Of hittps//10.250.236.162/#/Dashboard
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Quest

GlobalView »
Dashboard » | All Replications
Caontainers »  Arcserve
Replications »  DefaultGroup
System Configuration b onvl
Support P nv2

nv3

09/26/2017 04:53:26
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3 Select Add Replication from the Action Menu.

€ ©R& hitps//10.250.236.162/#/StorageGroups/All Replications/Replications @  Q Search B & A =
DR6300 administrator 2
Quest dr6300-45.testad.ocarina.local P rina local Ho ¢
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Dashboard » & Log Out
Source ~ Status ¢ Replica & Status 3 o
Containers 3
Replications 0 ltem(s) found
System Configuration »
Support 3
09/26/2017 04:55:01
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4 Under All Replications, select the required Replication type and click Next.
€ @R hitps//10.250.236.162/2/5torageGroups/All Replications/Replications ¢ | Q search wBe a0 =
DR6300 administrator s
Quest Gt ssmmminimes ey MY £
GlobalView *  All Replications
Dashboard »
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Replications »
Choose replication type: @ Replicaonly O Replica & Cascade
System Configuration »
Support » % Cancel
09/26/2017 04:57:01
Source * Status & Replica 3 Status & Cascaded Replica %

US/Pacific-New

0 item(s) found.
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5 In the Add Replication dialog box, select the container from the Local System drop down menu, and then
select the "ARC1' container.

€ @& hitps//10250.236.162/#/StorageGroups/All Replications/Replications @ Q Search wB & & Q
DR6300 administrator
Quest dr6300-45. testad.ocarina.local testad ocarina.Jocal Mo
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Support 4 Select container location: @ Local O Remote
09/26/2017 04:58:21 Select local container: ARCL -
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B Finish % Cancel

Chredos -

Source * Status & Replica % Status Cascaded Replica 3

0 Item(s) found

6 Configure the Replica Container as follows:
a Select the option, Select container from Remote system
b Enter the target DR Series system login credentials.
¢ Click Retrieve Remote Containers, and then select the ‘ARC2’ container from the list.

d Click Next and then Finish.

€ OR hitps//10.250.236.162/# Groups/All Replications/Replications ¢ Q Ssearch wB & A =
DR6300 administrator H
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Password: sesnsens
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Retrieve Remote Container(s)

‘Select remote container:

creroe [ o> | [t

Source * Status & Replica & Status & Cascaded Replica ¢
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Support * Source Container
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-
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7 Verify that the replication is created successfully, and that the Status column shows a check box for the
replication session.

& DR hitpsy10250.236.162# StorageGoups/All Replications/Replications ¢ Q Search 8 4+ A0 =
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Restoring from the replication target

1 Restart the ARCserve services, navigate to Administration > Device, and then verify the target device.

File QuickStart View Device Window Help
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2 Go to Quick Start > Restore, select Restore by Backup Media, and select the device.
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3 On the Destination tab, select the folder in which the Restore should take place.
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4 On the Schedule tab, select Repeat

X File QuickStat View Restore Window Help

Method, and click Submit.

Job Tape D8

MNooo

10PW2K12R2VS

Schedule

5 In the Restore Media window, select a server from where you want to restore, and click OK.

Setting up the DR Series system as a CIFS and NFS target on CA ArcServe v16.5 -

Setting up DR native replication & restoring from a replication target

27




<X File QuickStart View Restore Window Help
R @ k4 ‘ & .

Options ~ Filter

Job Tape 08
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| > TR
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A s

Most Recently Used <]

L 2
» Backup Please choose a server where you want to do a restore from
» Device [loPwak1zRZVS ~|
» Server Admin
» Media Pool
> Restore

[ﬁmhﬂrlll ok I|i Concel |

6 In the Session Password window, click OK.

CA ARCserve Backup - [Restore]
&R File QuickStart View Restore Window Help
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Submit
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‘You only need to enter a session password if a session
password was added when the Backup job was created.

0001

EE NN

Most Recently Used

» Backup

> Device

» Server Admin
» Media Pool

> Restore

7 In the Submit Job window, enter a Job Name, select a Job Execution Time, and click OK.
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Setting up the system cleaner

The cleaner will run during idle time. If your workflow does not have a sufficient amount of idle time on a daily

basis, then you should consider scheduling the cleaner which will force it to run during that scheduled time.

If necessary, you can do the following procedure as described in the screenshot to force the cleaner to run.
Once all the backup jobs are setup the DR Series Deduplication Appliance cleaner can be scheduled. The DR
Series Deduplication Appliance cleaner should run at least 40 hours per week when backups are not taking
place, generally after a backup job has completed.

Performing scheduled disk space reclamation operations are recommended as a method for recovering disk

space from system containers in which files were deleted as a result of deduplication.
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Monitoring deduplication, compression

and performance

After backup jobs have completed, the DR Series Deduplication Appliance tracks capacity, storage savings and
throughput on the DR Series Deduplication Appliance dashboard. This information is valuable in understanding
the benefits the DR Series system.

NOTE: Deduplication ratios increase over time; it is not uncommon to see a 2-4x reduction (25-50% total
i savings) on the initial backup. As additional full backup jobs complete, the ratios will increase. Backup jobs with
a 12-week retention will average a 15x ratio in most cases.
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Appendices

A - Creating a storage device for NFS

For NFS backup using CA ARCserve, a target folder needs to be created as NFS share directory. This is the

location to which backups will be written.

1 Mount the DR Series NFS share onto the NFS share directory to which the backup will be written in CA
ARCserve.

2 Mount the NFS access path in the Linux agent server.

Example:

[root@r3Z20-07 ~]1# mount 10.250.:
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