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Executive Summary

This paper provides information about how to set up Quest” QoreStor™ as a backup target for BridgeHead Backup software.

For additional information, see the QoreStor documentation and other data management application best practices whitepapers for
your specific QoreStor version at:

https://support.quest.com/qorestor/

i NOTE: The QoreStor and BridgeHead screenshots used in this document may vary slightly,

depending on the QoreStor and BridgeHead versions you are using.


https://support.quest.com/qorestor/

1. Installing and configuring QoreStor

1 Before installing QoreStor, refer to the QoreStor Interoperability Guide to ensure your system(s) meet the installation

requirements.
2 Toinstall QoreStor on your system(s), follow the procedures documented in the QoreStor Installation Guide.

Using a supported web browser (refer to QoreStor Interoperability Guide for a list of supported browsers), connect to the
QoreStor administrative console via https, using the host IP address/FQDN and port 5233 (https://<hostname:5233>). Log in

with the username admin and password st0r@ge! (The “0” in the password is the numeral zero).
Q QoreStor™ x  +

& C A Notsecure | gspl-6300-07.systest.ocarina.local:5233/#/login T

QoreStor™

Sign In

® 2021 Quest Software Inc. ALL RIGHTS RESERVED.




2. Creating a CIFS container for use with BridgeHead

1 Select the Containers tab, then click Add container.

admin -

Containers (0) Version Status
Containers 7.0.1.409 LEEN G

0

No Containers Available

‘Add Container

2 Enter a container Name, select a Storage Group or leave the DefaultGroup option selected, and select NAS (NFS, CIFS) from
the Protocol dropdown menu. Click Next.

Add Container

- g P
‘ DefaultGroup

‘ NAS (NFS, CIFS)

3 Click the dropdown on the Protocols field then select the check mark for CIFS. Leave Marker Type on Auto, then click Next.



Add Container

[] selectan

] nrs
CIFs

4 Fillin the CIFS Client Access options if needed then click Next.
Add Container

CIFS Client Access
o Open (allow all clients)

@ Create dlient access list

Prev

5 Confirm the settings and click Finish. Confirm that the container is added.

Add Container

£ Container Summary
Name:
sample

e Group:
DefaultGroup
NAS
Marker:

Auto

£ Connection Summary

Protocol CIFS:




3.Adding QoreStor CIFS container to BridgeHead

1 Open BridgeHead Console Management console.

2 Under Backup Node, click Configuration. Double-click to open the Configuration File.

% Management Console - Backup Node

4 General |l ReportManager ] Log Viewer

N AT
¥ > Refresh ( ) L
Lo K Delete ey - -
Open Diagnostics | Guides Release Notes
- -
General Aclions Documenta tior

-y Management Console

| Backup Node > Configuration
=88 Control Node

HName
i Bw Object Manager —

CE’;' Queue Manager
5| Schedule Manager
{3 Service Manager
G Update License
-{j Reports
- [&] service Node

=T Backup Node

Im onfiguration .
¥ Service Manager
-{ulll Report Manager

=@ Log Viewer

i--4ggl sekhar-w16-v4

3 Search Staging_Area in the text editor. Use QoreStor container share UNC path for the Staging Area Path, define a Staging
Area Name. Save the Configuration file.



File

|HPT_BN - Notepad

Edit Format View Help

.
El

the staging area size is limited only by the amount of free disk
space available.

Staging_Area<_nn>_Path

Specifies the full path of the staging area. For example
C:\Stage\Stagel\. The default is no path, i.e. no staging area.
Staging areas have to be defined in strict ascending order.

For example if one defines staging areas 01, @2, 03, 05, @6 and 07,
only staging areas 01, 02 and 03 will be taken into account.

If not defined, Staging_Area_©1 Path defaults to the Stage
sub-folder of the Backup Node. Typically C:\Htape\BN\Stage.

St

aging_Area_@1_Path \\10.230.48.240\sample

St

aging Area_@2 Path C:\Stage\Stage2\

Staging Area<_nn>_Name

Specifies a name for the staging area. This setting is optional.
If you specify a staging area name, you can ask the Backup Node to
select that particular staging area, rather than leave the choice
to the Backup Node. The default is no name.

[st

aging Area 01 Name = HDMCIFS |

St

.
2
2

.
2

Stage2

aging Area_©2_Name

; Staging_Area<_nn>_Max_Size

Specifies the maximum size of the staging area, in MB. This setting

Note: The Backup Node for BridgeHead Healthcare Data Management requires appropriate permissionsto the

QoreSto

r CIFS Share for the step below to complete successfully. See Appendix A for setting up the BridgeHead

Healthcare Data Management Backup Node account correctly.This should be done before the next step.



2.1 Procedure for Unix/Linux Environment

Notes:
Make sure that you can mount/verify the NFS share from the UNIX/Linux backup node. Please see Appendix B for
how to mount/verify the NFS share.

The procedure for the Unix/Linux Environment is very similar to the procedure for the Windows Environment. One

difference is that the configuration file of the Backup Node is ht_media.def, and the defaultlocation for the file is

“/etc/ht_media.def ”.

For other details, please refer to the Procedure for the Windows Environment.

4. Create a New Backup Job with QoreStor CIFS container as the Target

1. Open BridgeHead Management Console. Click Schedule Manage under Control Node. Double-click to open the
Schedule Manager.

% Management Console - Centrol Node

@ “ General |gllj Report Manager ] Log Viewer

¥ FRefresh
[ = ¢ Deete &:) J
Open " | Diagnostics | Guides Release Notes
v

-

General Actions Documentation

=gl Management Console Control Node > Schedule Manager
=88 Control Node |

¥ Schedule Manager

"C:\Htape\CN\bin\schedule.exe™

£ Reports
@ [& Service Node
=-[Z] Backup Node
{58 configuration

{5 Service Manager
@ Jalll Report Manager
=) Log Viewer

G sekhar-w16-v4




2. Select Template schedules that contain suitable defaults for various job types. Click OK.

Organise Inspect Schedule Database

Create Schedule

A schedule describes the dates on which jobs are to be run and
media to be used (if any). New schedules can be based on
template schedules or existing schedules.

(O Existing schedules are those already defined in the
schedule database.

Setting Up Quest® QoreStor™ with BridgeHead
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3. Select None and then click OK.

No dates scheduled, no Media Manager

Setting Up Quest® QoreStor™ with BridgeHead
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4. Populate all the required fields and SelectMedia Manager under Media Management, and click New.

Schedule Manager

. Schedule Name and Comment
/' Schedue [ Neme:  [Daiy_schedue | | vearly

_m Q-Htl |

0 I )
€« € € € € €«

Setting Up Quest® QoreStor™ with BridgeHead
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5. Select Disk in the Media Management option and click Next.

Lo hd

General

Modify
/  Schedule
@Dﬂyopuamn
=|None
i=|qa-test-schedule
[=|sch730
li=|schvmware
test-backup

Eltest12

f=wmn_ov_om

edule Database |

€ € € € € ¢« €

gl § 8§

£

Scope

@Ful O Incremental
Frequency

® Daily Run daily at the specified times.

O Weekly Run on the specified days of a week.

O Monthly Run on the specified days of a month,

O Yearly Run on the specified days of the year.
Media Management
e
[ Autosave enabled

Yearly

N

Setting Up Quest® QoreStor™ with BridgeHead
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6. Select all the required fields then click NEXT

lew odi Sche
sepedde [ Mam s ofte week and stat mes when o il be | ve

'=|Daily operation torun,
[=|None Comn
™= qa-test-scheduie P Run on these doys:
[=\sch730 v Reau Monday Edit days...
= schvmware ~ Tuesday
= T[T | et [ renoven |
test-full -
l=test12 b
[=|WIN_CN_OM ~

Run at these times:

<l
12:00AM Edit start times...

£

| <Back |[ Next> | cameel

[

7. Enter Stage Area Name, Application as BACKUP, click Finish.

Media Properties

Schedule Database

Namd Disk Properties
v Max Dally Savesets. 1 E‘
v Reau
y re— T
. | Red
L
L.
k|
<1
| Caler

T

Setting Up Quest® QoreStor™ with BridgeHead
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8. Click OK to save it.

227

Modify

Organise Inspect Schedule Database

€ € € € € € <€

Schedule Manager

Schedule Name and Comment

Neme: | Daily_Schedule

Recurrences
Recurrence Name Autosave
Yes

Setting Up Quest® QoreStor™ with BridgeHead
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9. On Bridge HDM Management Console, click Object Manager under Control Node, which displays the Object Manager in the
list. Double-click to open the Object Manager on right- hand side pane.

s Management Console - Control Node
“q General |y Report Manager | C] Log Viewer

E % Refresh - :il

I ] v
x'_')e\ete
v A

General Actions Documentation
=@y Management Console Control Node > Object Manager
{28 Control Node Neme &

v :
G Queue Manager -
i Schedule Manager
(g Service Manager
i @ Update License
{3 Reports
@ Service Node
=] m Backup Node
; Configuration
(g Service Manager
[e2] w Report Manager
&-[ Log Viewer
-l sekhar-w16-v4

Setting Up Quest® QoreStor™ with BridgeHead
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10. Select the Template objects to contain default settings for particular tasks such as platform or database backups, storage
policy applications, or reporting, and click Next.

|° s Control Node Object Manager

Functions ‘ Modify | Organise  fi|
/  Object Create Object X
EESXbachp
=object1 Create New Object .
=qslnl 4 from a template or an existing object ..

An object describes what to run and where and when to run it. Objects can
describe backups, reports, storage policy etc. New objects can be based on
template objects or existing objects.

(® Template objects contain default settings for particular
tasks such as platform or database backups, storage policy
application or reporting.

(O Existing objects are those already defined in the object
database.

ok [Net> ] canl |

Setting Up Quest® QoreStor™ with BridgeHead
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11. SelectWIN in the template list then click Next.

Functions Modify Organise
/  Object Create Object X
BEsxbadnp
qs 10back Select the most appropriate template
& Badwp A
-] MEDITECH
(] Hyper-v
v
| < Back |I Next > Il Cancel |

Setting Up Quest® QoreStor™ with BridgeHead
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12. Enter the Service Node related info with the valid file path for the backup data source, click on Credential

manager to set the password and then click Next.

Functions ‘ Modify
/  Object Create Object X
B esxbadwp
as10backup o

A Service Node is a computer whose data is saved or restored by an
operation initiated a Control Node. During a save, data is collected and sent
to a Backup Node.

Computer: Ibd\ost "l
Credential:  administrator v/

Path defines data to be saved or restored
| Path: | C:\dataset |

<Back [ mext> | | cancel

Setting Up Quest® QoreStor™ with BridgeHead
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13. Enter Backup Node related info.

Functions Modify | Organise
/  Object Create Object X
B esxbackup .
=obiect1 Backup Node List

£ as10badup .

Backup Nodes store data on disk or tape. If you specify more than one node,
Save operations that fail are automatically rerun on the next node. Repeat
the same node for simple automatic retry.

2nd Computer and Credental
| localhost vl | v]
administrator vl | v
| Additonal BadupNodes... ~ CredentialManager... |

<Back [ MNext> |  Cancel

Setting Up Quest® QoreStor™ with BridgeHead
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14. Accept the defaults and click NEXT.

Functions Modify Organise
/  Object Create Object X
BES)d:adap
=°bj=dl Mailing the Job Log
gs10backup
Mail log when job ends
(®In error
(O 1n error or warning
O Aways
(O Never

<Back [[Next> | | cancel

Setting Up Quest® QoreStor™ with BridgeHead
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15. Select the schedule, and click NEXT.

C Yy
LU
Functions Modify Organise |I| New
/  Object Create Object X
EESJd:adu.p
object1
Select a suitable schedule
gs 10backup

|<M"M>"|ﬁd|

Setting Up Quest® QoreStor™ with BridgeHead
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16. Accept the defaults and click Next.

Functions Modify QOrganise
/  Object Create Object X
B esxbadwp
gs10backup

Tick the box below to override the start times in the schedule. Incremental
runs are not normally used for non-backup objects.

[CJ override schedule start times

Full; 09:00 PM

Incremental: 07:00 PM =a

“

| <Bak [ mext> | | cancel |

Setting Up Quest® QoreStor™ with BridgeHead
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17. Accept the defaults and click Next.

Functions " Modify | Organise New

/  Object Create Object X

. Queue Names
object1 =.

Once scheduled, jobs are held in queues. Jobs run as soon as their start time
arrives and sufficient resources are available. Different queues can be used
to group jobs for common resources and for easy monitoring.

Full: | <HTQ> v|
Incremental: |<HTQ> vl
Restore: | <HTQ> v|

Setting Up Quest® QoreStor™ with BridgeHead
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18. Enter the Name of the Object then click Finish to save it.

Functions Modify Organise New
7/ Object Create Object X
BESXbadnp
object1 Object Name(s)
gs10backup

Each object must be given a unique name within the object database.
Consider OS naming conventions and restrictions. Names associated with a
mmmumnmﬂd.mmmmum

Name of object to create
[ sample_backup | | create

| <sak |[Ensh ] | concel |

Setting Up Quest® QoreStor™ with BridgeHead
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19. The backup object summary is displayed on the Object list. Right-click the object to run the backup.

Setting Up Quest® QoreStor™ with BridgeHead
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20. When Save or Run Operation window opens, click Start On-Line to start the backup.
z s Control Node Object Manager (

/  Object Save or Run Operation X
Beswsdp Object(s)
sttt
as10backup Object Name Operation Type
sancle bacas = cavic soco |
| Autosave |
| o |
[Jrrace
Operation Recurrence
Monthly C . :
Weeky Start Time for Submit
- ©  [ommn 5] [Tod |
Incremental Q
oy S o |10:56 am B[ new |

Setting Up Quest® QoreStor™ with BridgeHead
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21. The Object Manager Operation Log window displays the progress of the backup session. Operation status has details of the

backup job.

Object Manager Operation Log

Functions

Service Node
{ kgt [ HT Service Node Version Windows64 5.6-03 (208) Buid 560301 |

object1 [ [ windowss4 10.0 ]
elitacus Node Name: [seciar-wis-v4 |

Service Node Input Parameters
Object Name: | sample_backup |
Operation Type: [o |size g@):  [5144578 |
Object Path: [ |
File Pattern: I I
Backup Node: [ localhost 4232 |

|

Operation Status

J[m |

SN chkpoint, [1] Successful checkpoint for stream 1 after C:\dataset A

SN waitstrm, Waiting for data streams to finish

SN Processed a total of 4.9 GB, 3items

SN iopcompl, Operation completed on Tue Jun 15 11:05:34 2021.
Control Node dosed connection.

e
Y

Setting Up Quest® QoreStor™ with BridgeHead
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5. Setting up the QoreStor system replication

L]
1 NOTE: For the steps in this procedure, assume QS1 is the replication source QoreStor system, and QS2 is the

replication target QoreStor system. ‘source’ is the replication source container, and ‘target’ is the replication
target container.

Creating a CIFS/NFS replication session

1 Create a source container on the source QoreStor system.

2 Create a target container on the target QoreStor system.

3 On the source QoreStor system, go to the Replications Tab. Click the Add replication button.
0 admin

Replications (0

Versio! stem Statu
6.0.0.670 Healthy

Replications

0

No Replications Available

Add replcation

4 Select the source Container for Replication and click Next.

Add replication

Source container

o Local
. Remote

‘ source

5 Select the Encryption type for the Source Container and click Next.
Add replication

Encryption

. None

@ AES 128bit

© AES 256bit




6 Enter the target QoreStor systems related information then click Retrieve Remote Containers. Select a target container from
the populated list, and click Next.

Add replication

Target container

. Local

o Remote

‘ admin
qspl-6300-47 systest. ocarina.local

Retrieve Containers

target

Add replication

Limits

Add replication

container

Encryption

AES 256

9 Check replication is added successfully and confirm the replication details



6. Restoring from the replication target

NOTE: Before restoring from the target QoreStor system, make sure that the replication session
state is INSYNC on the QoreStor system GUI Replication menu. Stop or Delete the replication
session, and make sure that the target QoreStor system container has the CIFS/NFS connection(s)

enabled.

1. Add the target QoreStor system container to the BridgeHead :

2. 1. Click Configuration of Backup Node, which displays Configuration File, Double click to open the Configuration
File. Modify the Stage Path to point to the target QoreStor container path, then save the changes.

® Management Console - Backup Node

@ “§ General m Report Manager | (J Log Viewer

"™ S pefresh | \ ==
ey 9¢ Delete “ EB; |
Open “|HPT_BN - Notepad

File Edit Format View Help
; Staging areas have to be defined in strict ascending order.
; For example if one defines staging areas 01, 02, 83, @85, @6 and @7,
=gk ControlNod) » only staging areas @1, 02 and 03 will be taken into account.
]
H

General

=) ¢y Management Cq

EEObject ; If not defined, Staging_Area_01_Path defaults to the Stage
(%) Queve | ; sub-folder of the Backup Node. Typically C:\Htape\BN\Stage.
18] Schedul
(8 service Staging_Area_01_Path = \\19.239.48.249\tar‘getl
Staging_Area_02_Path C:\Stage\Stage2\

(i service| ; select that particular staging area, rather than leave the choice

& IL'D Report Man{ ;
= Log Viewer | ;
| sekhar- Staging_Area_@1_Name = HDMCIFS
Staging_Area_@2_Name = Stage2

(¥ Update =
gl Reports .
# 15 Service Hod j Staging_Area<_nn>_Name
& BackupNod| + gpacifies a name for the staging area. This setting is optional.
Eﬂ, If you specify a staging area name, you can ask the Backup Node to
2
F ]

to the Backup Node. The default is no name.

Staging_Area<_nn>_Max_Size

Specifies the maximum size of the staging area, in MB. This setting
is optional. If you do not specify a maximum, the size of the
staging area is limited only by the amount of free disk space
available. The default is no maximum size, i.e. limited only by
the amount of free disk space available.

e s Me s Wl W s e e

Staging_Area_01 Max_Size = 400



3. Go to Backup Node - > Service Manager, restart the Service of Backup Node.

EY Management Console - Backup Node
S~
“y General |gj Report Manager [ Log Viewer

=¥ @ Refresh @va :EJ

L/ ¢ Delete ) i E —

Open Diagnostics | Guides Release Notes
-

-

General Actions Documentation

=} ‘ Management Console Backup Node > Service Manager
=} 'EE’ Control Node Name #
= =l Object Manager
Q Queue Manager
I - Schedule Manager
(g Service Manager k] Backup Node - Service Manager
-\ Update License
g feports Servics | About |
L@J Service Node Service Status
=[] Backup Node HT Intemet Daemon is running
(& configraton @ HT Backup Broker is running

m Report Manager
=} @ Log Viewer
- sekharwi6va | Start | = Pause Continue ”

==

Install Services I Remove Services I

_ Com |

4. On BridgeHead Management Console, open Object Manager, and the backup object summary is displayed under

the Object list. Right-click the object and SelectRestore

@) s Control Node Object Manager
. Object . View  Database  Tools  Help

55 < Restore EBMW [ wizard Zosinglefield  §§ Delete I-\a-u
- [ tist Journal () View History 35 All fields Autosave ~ T Undelete ] [ 4 Recovery
m-““ " orrun (7 List Saveset {3} Display 25 Group of fields (I Rename L3
| Functions W wooiy N orgenise J|  New |
7 Object | server [ service Node
Em sekhar-c8-gs3 sekhar-w16-v4
:nbpctl sekhar-w16-v4 sekhar-w16-v4
:xlcbado.p sekhar-w16-v4 sekhar-w16-v4
— SEKHAR-W16-V4 localhost

View History...

Save or Run...

List Journal...

List Saveset...

Restore Utility

Modify >

Delete...

Display...

Setting Up Quest® QoreStor™ with BridgeHead
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5. Select the Saveset, then click Start On-Line.

Start Time for Submit

(e 5] (108 |
o8] [en |

Restore Properties
Service Node <locahost>
4] Backup Node <localhost>
Restore Target  <C:\dataset>

O

Trace

6. Verify that the restore job completes successfully.

Functions

[HT Service Node Version Windows64 5.6-03 (208) Buid 560301 |
sekhar<8-gs3 | Operating System: | Windowsé4 10.0 |
= S e [mann |
(S samole_backup SEHARWIGVE  cor e Node Input Parameters
Gbject Hame: [sampl_beder |
Operaton Type: R Jsecm: [ ]
Restore Target: | c:\cataset ]
R = | =
Dataset Name: [ (sample_backup.D001( DISK_HDMCIFs |
Operaton Status
 [sxzem |
SN e, Wotig o dte s s o .
dosed

Setting Up Quest® QoreStor™ with BridgeHead
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7. Creating RDS container for use with BridgeHead:

1. Select the Containers tab, then click Add container.

Containers (0)

2 Enter a container Name, select a Storage Group or leave the DefaultGroup option selected, and select Quest Rapid Data

Storage(RDS) from the Protocol dropdown menu. Click Next.

Containers
Add Container

Quest id Data Storage (RDS)

rda-container

Storage Gro
‘ DefaultGroup -"

Cancel




3. Accepts the Defaults and Click NEXT

Containers
Containers Add Container

Users (1)

backup_user

4. Accepts the Defaults and Click NEXT

admin

Containers
Containers Add Container

LSU Capacity for RDS containers is always
unlimited.

Prev | Next




5. Verify the container summary and click on Finish to add it

; Add Container
Containers

Containers

£ Container Summary

Name:
rda-container

Storage Group:
DefaultGroup

Protocol:

RDS

£ Connection Summary
Protocol RDS:

Capacity:
Unlimited

® Users

User:
backup_user

Cancel Prev Finish

By default, QoreStor has a user with RDA Role named backup_user and password “StOr@ge!”. Refer to the QoreStor User Guide

for information on changing user accounts.



Add RDS container to Bridgehead

1. Open the command prompt where BridgeHead is installed and go to the RDA folder.

:\>cd c:\Htape\BN\cloud\rda

N

Run RDAUTIL.EXE

:\Htape\BN\cloud\rda>rdautil.exe

3. Create an RDA instance to add the QoreStor RDS container.

c:\Htape\BN\cloud\rda>rdautil.exe
rdautil> add rda rdatargetl
RDA instance RDATARGET1 added OK

The instance has the following settings...

Name:

Status:

Server:

Port:

Username:

Password:

Container:

Root directory:

Write chunk size:

Error limit:

Grace days:

Secondary copy:

Tertiary copy:

Restore order:

Daily job max concurrent jobs:
Daily job progress check:
Daily job max replication time:
Daily job total run time:
Deduplication mode:
SecureConnect:
StorageGroup:

RDATARGET1
Uninitialized
(Blank, must be set)
(%]

backup_user

3k 3k 3k ok koK ok
(Blank, must be set)
BridgeHead
1024 KB

5000

)

(Blank)
(Blank)

123

8

5 mins

600 mins

900 mins

Auto

On
DefaultGroup



4. Set QoreStor Server name/IP.

~dautil> set rda rdatargetl /server=10.230.48.240

Instance attributes changed OK, new details are...

Name:

Status:

Server:

Port:

Username:

Password:

Container:

Root directory:

Write chunk size:

Error limit:

Grace days:

Secondary copy:

Tertiary copy:

Restore order:

Daily job max concurrent jobs:
Daily job progress check:
Daily job max replication time:
Daily job total run time:
Deduplication mode:
SecureConnect:
StorageGroup:

Logging:

Flags:

Comment:

RDATARGET1
Uninitialized
10.230.48.240
0

backup _user

K sk 3 K K K K
(Blank, must be set)
BridgeHead
1024 KB

5000

5

(Blank)
(Blank)

123

8

5 mins

600 mins

900 mins

Auto

On
DefaultGroup
No

00000000 (=0 decimal)
(Blank)




5. Set QoreStor Storage Group.

rdautil>| set rda rdatargetl /storage=DefaultGroup

Instance attributes changed 0K, new details are...

Name:

Status:

Server:

Port:

Username:

Password:

Container:

Root directory:

Write chunk size:

Error limit:

Grace days:

Secondary copy:

Tertiary copy:

Restore order:

Daily job max concurrent jobs:
Daily job progress check:
Daily job max replication time:
Daily job total run time:
Deduplication mode:
SecureConnect:
StorageGroup:

cogging.

Flags:

Comment

rdautil>

RDATARGET1
Uninitialized
10.230.48.240
0

backup _user

3k 3k sk sk ok ok ok
(Blank, must be set)
BridgeHead
1024 KB

5000

5

(Blank)
(Blank)

123

8

5 mins

600 mins

900 mins

Auto

On
DetaultGroup
NO

00000000 (=0 decimal)
: (Blank)




6. Set QoreStor RDS Container.

rdautil>] set rda rdatargetl /container=rda-container

Instance attributes changed OK, new

Name:

Status:

Server:

Port:

Username:

Password:

Container:

Root directory:

Write chunk size:

Error limit:

Grace days:

Secondary copy:

Tertiary copy:

Restore order:

Daily job max concurrent jobs:
Daily job progress check:
Daily job max replication time:
Daily job total run time:
Deduplication mode:
SecureConnect:
StorageGroup:

Logging:

Flags:

Comment:

details are...

RDATARGET1
Uninitialized
10.230.48.240
0

backup_user
KEREKEEKXK
rda-container
BridgeHead
1024 KB

5000

5

(Blank)
(Blank)

123

8

5 mins

600 mins

900 mins

Auto

On
DefaultGroup
No

00000000 (=0 decimal)
(Blank)




7. Initialize the RDA instance.

rdautil>] init rda rdatargetl
Backup Node software located at C:\Htape\BN

fAttempting to connect to server...

Connected OK!

Created /BridgeHead/BH1/RDATARGET1/CNTRL
/BridgeHead/BH1/RDATARGET1/CNTRL/Replication/Copy2/CopyPending
/BridgeHead/BH1/RDATARGET1/CNTRL/Replication/Copy3/CopyPending
/BridgeHead/BH1/RDATARGET1/CNTRL/Replication/Copy2/DeletePending
/BridgeHead/BH1/RDATARGET1/CNTRL/Replication/Copy3/DeletePending
/BridgeHead/BH1/RDATARGET1/DATA

RDATARGET1 initialized and ready for use

To set a Control Node object to use this instance set its media
details to the values below...

Option: Cloud
Type: RDA
Instance: RDATARGET1

rdautil> _

8. Exit.

rdautil>| exit



9. On Bridge Head Management Console, click Object Manager under Control Node, which displays the Object Manager in the
list. Double-click to open the Object Manager on right- hand side pane.

% Management Conscle - Control Node
% General | Report Manager [} Log Viewer

Guides Release Notes
-

-

General Actions Documentation
2-¢fly Management Console Control Node > Object Manager
&- 28 Control Node MName %

[8-{ Jobject Manager
- 0 Queue Manager
i Schedule Manager
d Service Manager
- @ Update License
i Reports
@ Service Node
(= @ Backup Node
-{&g Configuration
(g Service Manager
[ w Report Manager
=[] Log Viewer
il sekhar-w16-v4
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10. Select Template objects to contain default settings for particular tasks such as platform or database backups, storage policy

applications, or reporting, and click Next.

3

S]]

Functions )l  Modify || Organise [  New
/  Object Create Object X
Hesxbacup )
10bad froma te or an existi -
=qs templa existing object .

An object describes what to run and where and when to run it. Objects can
describe backups, reports, storage policy etc. New objects can be based on
template objects or existing objects.

(® Template objects contain default settings for particular
tasks such as platform or database backups, storage policy
application or reporting.

(O Existing objects are those already defined in the object
database.

s [het> ][ cancl |

Setting Up Quest® QoreStor™ with BridgeHead
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11. SelectWIN in the template list then click Next.

Functions Modify Organise
/  Object Create Object X
EES)badnp
object1 Select Template
gs 10back Select the most appropriate template
-] Backup A
-] MEDITECH
(] Hyper-v
(-] Microsoft
v
| < Back |I Next > I | Cancel |

Setting Up Quest® QoreStor™ with BridgeHead
Contents



12. Enter the Service Node related info with the valid file path for the backup data source, click on Credential manager to set

the password and then click Next

Functions Modify f|__ Organise | New
/  Object Create Object X
Hesxbackup

A Service Node is a computer whose data is saved or restored by an
operation initiated a Control Node. During a save, data is collected and sent
to a Backup Node.

Computer: Ilodnst v]
Credential:  administrator v

Path defines data to be saved or restored
| Path: | C:\dataset |

<Back [ Next> | | cancel

Setting Up Quest® QoreStor™ with BridgeHead
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13. Enter Backup Node related info

Functions

Create Object

Backup Node List

Modify |

Organise

Backup Nodes store data on disk or tape. If you specify more than one node,
Save operations that fail are automatically rerun on the next node. Repeat

the same node for simple automatic retry.
2nd Computer and Credential
| localhost vl | v
administrator vl | v
| Additonal Bacdkup Nodes... ~ Credential Manager... |

<Back [ Next> |  cancel

Setting Up Quest® QoreStor™ with BridgeHead
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14. Accept the defaults and click NEXT.

Functions Modify Organise
/  Object Create Object X
BE)d:adup
=ﬂbj=d1 Mailing the Job Log
- as10badkup
Mail log when job ends
(® In error
(O 1n error or warning
O Aways
O Never

| <Back  [[Next> || conce |
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15. Click on schedule manager to create a schedule for the RDS backup.

Functions Modify Organise
/  Object Fl server & Create Object X
Eesxbacup sekhar-c8-qs3 sel
5 sample_badkup SEKHAR-W16-V4 log  Scheduling

Select a suitable schedule

| <Back |[ Next> | | cancel |
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16. It will open schedule manager windows and SelectTemplate schedules to contain suitable defaults for various job types.
Click OK.

Organise Inspect Schedule Database

4

Daiy 5] Weeky f&] Monthly il

Create Schedule X

media to be used (if any). New schedules can be based on
T e e e ey

5]
|
E
H
= A schedule describes the dates on which jobs are to be run and

g
g
A R

(®) Template schedules contain suitable defaults for
various job types.

() Existing schedules are those already defined in the
schedule database.
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17. Select template schedule MonthlyFullWeeklyfullDailylncr and click OK.

Organise Inspect Schedule Database

SRS N B

Monthly Full on 1st, Weekly Full on Sat, Daily Incr every day except Sat

o e |
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18. Delete monthly, Incremental schedules and keep Weekly full to modify it.

Schedule Manager

Modify Organise | Inspect Schedule Database

Schedule Name and Comment

SRS W B

Setting Up Quest® QoreStor™ with BridgeHead
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19. Enter the schedule name, select the weekly schedule, and then click on modify.

Modify

ew [ edule Database

Organise

Inspect

i

A A

Schedule Manager

Schedule Name and Comment
Name: |rda-schedule |
c I

@ Media Manager

[[ox ]| concel
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20. Select the cloud in the media management option under the general page.

| Schedule Manager
Schedule Database Recurrence
Schedule Name and
M vede e [ (SRS RunDates  MedaProperes
v C [ name: iWeeldyFul
. e
v ReaxrenceNamell | ©Fdl O Incremental
v Fi¥]weekly Ful
v Frequency
v
v ) Daily Run daily at the specified times.
© Weekly Run on the specified days of a week.
- /Monthly Run on the specified days of a month.
Calendar  Yearly Run on the specified days of the year.
[une
‘ ‘ Media Management
MedaManagementopton:  |dowd |
6 7 |
. O
.
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21. Select RDA as type, Enter Instance as the Name of the instance created using RDAUTIL.exe
under Media Properties Page then click OK

Schedule Manager
Recurrence

Mew Modify QOrganise Inspect Schedule Database

Schedule Name and

/  Schedule M Media — E General nmmwu_
Dﬂyrpeaﬁm Cloud .
=l paily_Schedde v Comment: || Froperties
=|None Type: rda ~
:’;‘;tm :: Recurrences Instance: rdatarget1
Esdmma’e v Recurrence Name| Max Weekly Savesets u EI
testbackup v Full on:
-t v [ weedy Application: [BackLP v]
[=test12 v
P wWIN_cN_oM v
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22. Click OK to save it.

Schedule Manager

Schedule Name and Comment
Name: |rda-=d1gd.|g

{

!

lil

3

P
S R
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23. Click on the refresh schedule list to select the newly created schedule.

Modify Organise

/  Object El server & Create Object X

Hesxbacup sekhar8-gs3 sel -
sample_backup SEKHAR-W16-V4 lod mm - - .

Schedule: | rda-schedule v| | schedue Manager... |

Calendar
[z o] |

<&|M>]|W
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24. Accept default settings, click Next.

Organise
/  Object B server & Create Object X
Em sekhar-c8-gs3 sel
[ sample_badwp SEKHAR-W16-V4 o« Scheduling

Tick the box below to override the start times in the schedule. Incremental
runs are not normally used for non-backup objects.

[[Joverride schedule start times

Incremental: [07:00 PM il

| <gack || Next> || cancel |
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25. Accept defaults, click Next.

Organise

/  Object F server % Create Object X
Bm sekhar-c8-gs3 sel
[ sample_backup SEKHAR-W16-V4 log

Queue Names .
=L

Once scheduled, jobs are held in queues. Jobs run as soon as their start time
arrives and sufficient resources are available. Different queues can be used

to group jobs for and for easy
N T —
S—
Restore: <HTQ> v

| o<ioo [z ] | conl |

\4
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26. Enter the object name then click Finish.

Functions Organise
/  Object B Server & Create Object X
-Eﬂadnp sekhar-c8-gs3 sel .
[ sample_backup SEKHAR-W16-V4 loc  Object Name(s)

Each object must be given a unique name within the object database.
&wmmm restrictions. Names associated with a

Setting Up Quest® QoreStor™ with BridgeHead
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27.The backup object summary is displayed on the Object list. Right-click the object to run the backup.

Functions Modify New

Setting Up Quest® QoreStor™ with BridgeHead
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28.When Save or Run Operation window opens, click Start On-Line to start the backup.

é Object g 5;::3 Save or Run Operation X
= S = ==
[ test_rdabackup SEKHAR-W 16-V4 localh Operation  Type —_—
Orrace
Operation Recurrence
Yearly Q [Weddyﬁl v|
Monthly O
Weeldy ® Start Time for Submit
Daily @)
° [ensjzo21 @+| | Today |
Incremental @)
or o [wesa B [hew |
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29. The Object Manager Operation Log window displays the progress of the backup session.

Operation status has details of the backup job.

Functions

Object Manager Operation Log x
Service Node
HT Service Node Version Windows64 5.6-03 (208) Build 560301 |
View Log
Operating Syst [ windows4 10.0 |
As Text...
Node Name: | sexHar-w16-v4 ] Mot
In Browser...
Service Node Input Parameters
Object Name: | test_rdabackup | [ savess... |

Operation Type: (W |szepm): [514457 _

Object Path: ICthzt\

File Pattern: I I

Backup Node: [ localhost 4232 | -
Dataset Name: [ (test_rdabackup.w001(_cLOUD_irda:rd|

Operation Status

V [soceess |

SN chkpaint, [1] Successful checkpoint for stream 1 after C:\dataset A
SN waitstrm, Waiting for data streams to finish
SN Processedamtalofﬁses 3items
SN iopcompl, Operation completed on Wed Jun 16 11:37:24 2021.
CNmm,Cmvd dosed connection.

v

e
]
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9. Setting up Cloud Tier

Creating a policy-driven Cloud Tier

Cloud Tier is a feature that allows a QoreStor system to tier deduplicated blocks of files to a cloud provider via S3 protocol. There are
several cloud and on-prem solution providers supported including Azure, AWS, Wasabi, IBM, Google, and many other S3-compatible
solutions. Once added one or more containers can be added to a policy. How that policy is configured can determine how long the data
is available on-prem in QoreStor, how long it's available both on-prem and in the cloud simultaneously, and finally at what point is it

only available in the cloud.

1. Open the QoreStor Ul, expand the Cloud Storage section, and select the Cloud Tier page. Click the Configure button.

B &K ¥ admin -

Cloud Tier Version System Status

&

7.0.1.409 Healthy

Cloud Tier has not yet been configured.

Configure:




2. For Azure enter your Azure Container name, this will be created automatically in the cloud. Enter your Connection string from
the Azure portal and your passphrase. This passphrase is user-defined and used to securely encrypt all files written to the

cloud provider. Finally, click Configure.

Cloud Tier Configure Cloud Tier

Cloud Storage ~ Cloud r

Cloud Tier Azure Blob

?  Need Help?
er

cloud-container

Connection string

Cloud Tier Encryption

~ Confirm Passphrase

Configure

3. Once added this is how the cloud tier page should display.

Cloud Tier

Cloud Storag
Cloud Tier

Connector Details

cloud-container static

Capacity

Licansed Cloue Capacity

DEDURE COMPRESSION




4. We need to add a cloud tiering policy to a specific container. Do this by navigating to the Containers page, selecting the
ellipsis in the top right corner of the specific container, and clicking Enabled Cloud Tiering Policy.

Containers(1)

Containers

Add Container

rda-container
/containers/rda-container (&l

Details
Enable Cloud Tiering Policy

storage Group Enable Archive Tiering Policy
DefaultGroup

Edit
User Access Control

@ Delete

5. In the next window, we need to define the policy. Idle time before cloud migration specifies the number of hours/days
datablocks must be kept idle before being sent to the cloud. On-Prem Retention age specifies the number of hours/days
files will be kept locally after they are sent to the cloud. Finally, click Enable.

Enable Cloud Tiering Policy




6. The container should now show with the cloud tiering policy enabled.

Dashboard Container5(1)

Containers

Add Container

rda-container

tal

DefaultGroup Enabled

7. Verify the stats of cloud-uploaded bytes on the source QS machine after data gets replicated to the cloud from Ul.

&« C' A Notsecure | 10.230.48.240:5233/}#/cloudstorage/cloud-tier v 0

Summary Statistics

General

Name

Enabled

Current Direc
o
Po e
491 GiB 4.91 GiB

Jun 18,2021, 12:33:00 PM

4.97 GiB



. Verify the stats of cloud-uploaded bytes on the source QS machine after data gets replicated to the cloud from CLI.




8. Cloud Reader

Once data gets replicated to the cloud, QoreStor allows it to read the data from the cloud to multiple target QS machines.
Note: During this time, all the target machines will be in cloud read-only mode. No writes are allowed from this reader QS to the
cloud bucket whereas source QS continues to upload data to the same cloud bucket

1.Log on to the QoreStor using SSH.

a.
b.

2.

Log in with username gsadmin.

Run the following command on the target QoreStor machine to recover all the containers data:

gsadmin@target-qs > maintenance --disaster_recovery --cloud_string
"DefaultEndpointsProtocol=https;AccountName=qorestortest;AccountKey=8Tt7/ysHSGSBSW7FG1Vr2+27xgccskbUWf9
GLIGEPeMHYfmVxI+fTg1XYpA==;EndpointSuffix=core.windows.net" --container_name cloud_containerl --
cloud_provider_type AZURE --passphrase qqq --logfile /tmp/tl --quick_ro_recovery yes

Informing watcher to enter disaster recovery mode

Filesystem disaster recovery started successfully.

Please see the /var/log/oca/qsdr.log and the logfile given in the command.

gsadmin@target-qs >

--cloud_string <azure connection string>

--container_name <azure Cloud_container_name/bucketName>

--cloud_provider_type AZURE

--passphrase <Passphrase of cloud_tier> [set by the user while configuring cloudTier on source QS
machine

--logfile </tmp/out6>

--quick_ro_recovery < yes > will set target qorestor in read-only mode

Log in from Ul on the target machine.



C A Notsecure

QoreStor™

admin

Software Inc, ALL RIGH

3. After logged-in, make sure the RDS container gets recovered.

<« C A Not secure | 10.230.48.249:5233/#/containers hd

Containers (1)
Containers

Add Container

Cloud Tiering Palicy

DefaultGroup Enabled

4. From CLI, log in as gsadmin and verify the system state.



@qsadmin@target gs:i~

5. Restore Data from the target QoreStor machine using BridgeHead :



a. Run rdautil.exe on a BridgeHead Machine and Change the target QoreStor machine server address to restore from it

Note: Containers and storage groups are created with the same name. So, no need to change these details

c:\Htape\BN\cloud\rda>rdautil.exe
rdautil> set rda rdatargetl /server=10.230.48.249

WARNING: You have requested access property change(s). Your
saved data may become inaccessible if these changes are
incorrect.

* Do you want to proceed? (Yes/No) : Yes

Proceeding. ..

Instance attributes changed OK, new details are...

Name: RDATARGET1
Status: Initialized
Server: 10.230.48.249
Port: ©
Username: backup_user
Password: *¥¥xxkk
Container: rda-container
Root directory: BridgeHead
Write chunk size: 1024 KB
Error limit: 5000
Grace days: 5
Secondary copy: (Blank)
Tertiary copy: (Blank)
Restore order: 123
Daily job max concurrent jobs: 8
Daily job progress check: 5 mins
Daily job max replication time: 600 mins
Daily job total run time: 900 mins
Deduplication mode: Auto
SecureConnect: On
StorageGroup: DefaultGroup
Logging: No
Flags: 00000000 (=0 decimal)
Comment: (Blank)

Updated marker object in RDA with new details.

rdautil>




b. Open BridgeHead Management console, Now backup object summary is displayed on the Object list. Right-click the object

to run the backup.

R < ceners ol Report Manager (G} Log Viewer

i Refresh ] ®

SO N
& =

Documentation

s Control Node Object Manager

General | Actions

SEKHAR-W16-V4

c. When the Restore window opens, click Start On-Line to start the restore.

Restore Operation

/  Object 5| server
Eesivadaup sekbar-cau3 || O [t OnTine ] host localhost
[Start On-Line ||
imph_m SEKHAR-W16-V IHtJdt-dw V|
test_rdabadwp SEKHAR-W 16V

Restore Target  <C:\dataset\>

Setting Up Quest® QoreStor™ with BridgeHead
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d. The Object Manager Operation Log window displays the progress of the restore session.

Operation status has details of the restore job.

¢ ! Object Manager Operation Log
/  Object B server  service Node i Node List
Besxbacaup sekhar-<8-g | HT Service Node Version Windows64 5.6-03 (208) Buid 560301 | tlocahost
sample_backup SEKHAR-W1 View Log £
cocmawilk g [ indowss4 10.0 | [ |
Node Name: | sExHAR-W16-v4 | ‘
|nBrowser... |
Service Node Input Parameters |
Object Name: | test_rdabackup | [ savess.. |
e T L a E— ]
Restore Target: | c:\datasety | ‘
File Pattern: [ J ‘
Dataset Name: [ (test_rdabackup.w001(_CLOUD _:rda:rd|

e. Verify downloaded stats from the cloud on target qorestor.
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Summary Statistics

General

Name Encryption
DefaultCloudTier Enabled Cleaner Status
Done

Post Dadup
4.91GiB

Jun 18, 2021

Total Fil
1258

4.97 GiB

f. Verify same from CLI




9. Performance Tier

A Performance Tier allows you to define a set of faster disks as a Storage Group and created a container within that group. This
Performance container will always read/write to these faster disks which will allow operations like restores and standard (non-fast
clone) synthetic backups to occur quickly. This tier does not stage data off to the standard disks, this is because a restore of synthetic
operation reading from the standard disks would still hamper the operation. All data written to the Performance Tier stays within the
performance Tier. Because of this, it is recommended to write only specific jobs, which are required to be highly available and are

sized to fit within the performance tier size. Please read the QoreStor User Guide for more details about the Performance Tier.

A Warning: Please note that once a Performance Tier is added to a system it cannot be easily removed and
attempting to do so will most likely result in the destruction of data. Please disable any backup or data
copy jobs to the QoreStor system and contact support before attempting removal to find out if this is
possible.

Setting up Performance Tier with QoreStor

In this section, we are not going to cover adding a device, creating a partition, creating an XFS filesystem, or defining a mount point in
detail. Please reference the QoreStor Installer Guide for this information.

1 We first need to cable and add the disks to the OS level. Once seen as a device in the OS an aligned partition will need to be
created, an XFS file system created, and a mount point defined in fstab that includes mount option requirements defined in the
QoreStor Installer guide.

2. Once a file system path to the high-performance storage is added the next step is to add that path as a performance tier in

QoreStor. In the QoreStor Ul expand Local Storage and select the Performance Tier tab. Click Add Performance Tier.



@ [;l admin v

Performance Tier Version System Status
7.0.1.409 Healthy

Local Storage

Performance Tier

o No Performance Tier added

Add Performance Tier

1 Enter the performance tier mount path and click the Test button.

Add Performance Tier

— Path
NPERF

2 Click the Confirm button.

Warning

Performance tier path test can take a few minutes. Do you want to continue?




3 If the path gets the expected performance click Add.

Add Performance Tier X

Filesystem

4 Click Confirm to finish adding the performance Tier, QoreStor services will be restarted.

Warning
Adding Performance tier can take a few minutes and may result In service restart. Do you want to continue?

Confirm

5 Once the performance Tier is added you will be logged out. Once logged back in the Performance Tier tab will now list a

dashboard for the performance Tier.

6 Navigate to the Containers tab and click Add Container.

e L admin

Containers (0 Versio ystem Statu:
Containers 6.0.0.670 Healthy

0

No Containers Available

Add Container

8. In the Storage Group dropdown select PerformanceTier. Input the container Name and set the Protocol to Quest Rapid
Data Storage (RDS). Click Next.

Add Container

| sample

| Performance_Tier




9. Follow the rest of the steps listed in the Creating an RDS container for BridgeHead and Adding an RDS container to

BridgeHead sections of this guide to finish configuring your Performance Tier container.

10. Setting up the QoreStor system cleaner

Performing scheduled disk space reclamation operations are needed as a method for recovering disk space from system containers in
which files were deleted as a result of deduplication. Ideally, the QoreStor cleaner should complete a full cycle at least once a week.

This will be accomplished in most cases by the predefined QoreStor cleaner schedule. The cleaner also runs during idle time.
To change the predefined cleaner schedule times, perform the following steps:

1. Open the QoreStor administrative console.

2. Expand Local Storage in the top navigation area.

3. Select Cleaner.

4. Click Edit Schedule.

admin

Cleaner (Running)

Local Storage

Cleaner

Cleaner Status Cleaner Processed




Define the schedule and click Set.

admin

System Statu:
Healthy

Local Storage

Cleaner

1:00 PM-6:00PM | L) | 100 PM-600PM [} L 100PM-600PM 1] 1:00 PM L 100 PM -800PM | L) | 100PM-600PM 7

~ | thour ~

Cleaner Status . Cleaner Processed

If necessary, you can also perform a full cleaner cycle manually using either the QoreStor Administrative Console or
QoreStor CLI.

Cleaner (Pending)

Figure 1: Using the QoreStor Administrative Console



11.Monitoring deduplication, compression,
and performance

After backup jobs have run, the QoreStor system tracks capacity, storage savings, and throughput in the QoreStor dashboard. This

information is valuable in understanding the benefits of the QoreStor software.

Dashboard
General Information

Healthy

System Cloud Tier
Savings savings

s3262T8 E 510978

capacity Capacity
Used Licensed Capacity + Total Licensed Capacity « Physical Capacity Used Licensed Cloud Capacity - Licensed Cloud Capacity

system Throughput ! system Information

Operational Made ACAC454400575410804367C04F5232  Large

qspl-6300.07 Nat Configured




i NOTE: Deduplication ratios increase over time. It is not uncommon to see a 2-4x reduction (25-50% total
savings) on the initial backup. As additional full backup jobs are completed, the ratios will increase. Backup jobs

with a 12-week retention will average a 15x ratio, in most cases.

Appendix

A. Create a Storage Device for CIFS
There are two options for BridgeHead HDM to authenticate to QoreStor throughCIFS.

1. QoreStor is joined into an Active Directory Domain: Integrate BridgeHead HDM and

QoreStor with Active Directory
a. Ensure the AD user has appropriate ACLs to the QoreStor Containershare
b. When creating an object, set the Backup Node of BridgeHead HDM to run with this AD user

<DomainName\user>

2. QoreStor is a standalone CIFS server: Make sure this CIFS user has appropriate access

permission to the QoreStor container share. BridgeHead HDM Backup Node will use this user
to authenticate to QoreStor share in Workgroup mode.
a. To set the password for the local CIFS administrator on the QoreStor, log onto the QoreStor
using SSH.
i. Log on with the username Administrator and password StOr@ge!
i. Run the following command:
Authenticate -- set -- user

administrator



Note: The CIFS administrator account is a separate account from the administrator account used to

administer the QoreStor. After an authentication method is chosen, set the BridgeHead Healthcare



B. Create a Storage Device for NFS

For NFS backup using the BridgeHead Healthcare Data Management, a target folder needs to be

created as an NFS share directory. This is the location to which backup objects will be written. This is

not required while adding a CIFS share.

1. Mount the QoreStor NFS share onto the NFS share directory which backup objects
will be written in the BridgeHead Healthcare Data Management environment.

2. Verify the NFS share. One way is to try using the Linux command “cat
/proc/mounts”. The rsize and wsize of the connect in the command output should be

512K.



