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About Hyper-V Monitoring in
Foglight Evolve Cloud

Hyper-V Monitoring in Foglight® Evolve Cloud monitors a Microsoft® Hyper-V® virtual infrastructure. Better
management of services can be achieved when you are alerted of infrastructure problems before end users are
affected. This ensures consistent application performance at established service levels. Hyper-V Monitoring in
Foglight Evolve Cloud monitors the health of your virtual system by tracking resource consumption such as CPU,
network, and memory consumption for individual clusters, servers and virtual machines in your integrated
environment.

e About your monitored environment
* Prerequisites: Hyper-V Monitoring in Foglight Evolve Cloud configuration

* Hyper-V Monitoring in Foglight Evolve Cloud WinRM GPO script

About your monitored environment

Microsoft® Hyper-V® provides an innovative mechanism for organizing a virtual infrastructure using a unique

combination of physical and logical components. Hyper-V Monitoring in Foglight® Evolve Cloud accommodates
environments of all sizes that leverage the Hyper-V virtualization platform by examining and enhancing the Hyper-
V eminently knowledgeable view of the virtual world.

Microsoft Hyper-V allows for the configuration of a hierarchical organizational structure that resides primarily within
the virtual domain. This enables organizations to easily configure physical Hyper-V servers and virtual machines to
reside in logical groups that dictate various aspects of the virtual infrastructure, like physical object location,
resource allocations and limitations for virtual machines, and high availability settings for physical and virtual
components.

A Hyper-V infrastructure contains a collection of physical and virtual objects. The physical objects within the virtual
infrastructure are those with which you can physically interact. The virtual components or objects that make up the
virtual environment cannot exist without the presence of underlying physical components, such as Hyper-V
servers. In addition, virtual objects, such as clusters and virtual machines, allow for the advanced configuration of
resource management and of high availability settings. Each Hyper-V infrastructure contains a collection of the
following object types:

e Clusters. A cluster object is a group of Hyper-V servers that share common storage resources and network
configurations.

* Servers. A Hyper-V server is a physical component required to begin building a virtual infrastructure.
Hyper-V servers provide hypervisor-based architecture for controlling and managing resources for the
virtual machines that run on it. Virtual machines running on a Hyper-V server share the server’s resources.

e SCVMM Servers. A System Center Virtual Machine Manager (SCVMM) allows you to manage host,
networking, and storage resources when creating and deploying virtual machines to virtual clouds.

* Virtual Machines. A virtual machine resides on a Hyper-V server. Virtual machines share many of the
characteristics of physical systems (like storage and network interaction), but they do not have direct
access to the hardware that is used to process. Each virtual machine runs on a guest operating system, for
example, Microsoft Windows XP, and is allocated access to a specific set of the server’s resources, that
includes the number of processors and the amount of memory it can leverage.

Hyper-V Monitoring in Foglight Evolve Cloud 5.8.0 User and Reference Guide
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» Storage. A Microsoft Windows Cluster Shared Volume (CSV) is a shared disk available for read and write
operations by all nodes within a Windows Server Failover Cluster. A Windows Server Failover Cluster is a
group of computers that provides continued service when system components fail.

e Virtual Switches. A Hyper-V virtual switch is a software-based layer-2 Ethernet network switch. The switch
connects virtual machines to virtual and physical networks.

e SOFS Servers. A Scale-Out File Server (SOFS) allows the same folder or file to be shared from multiple
cluster nodes.

Prerequisites: Hyper-V Monitoring in
Foglight Evolve Cloud configuration

User privileges required for monitoring agents

Hyper-V Monitoring in Foglight Evolve Cloud requires the following configuration prerequisites:

e Privileges of Monitor Account for Hyper—V® Agent:

= The user is a member of a local group administrators.

* Privileges of Monitor Account for SCVMM Agent (Hyper—V® environments):
= The useris SCVMM (Not Windows) administrator.

= The user is a member of a local group administrators.

i | NOTE: SCVMM 2012 and SCVMM 2012R2 are currently supported.

NOTE: Follow the Microsoft documentation to add a user to the SCVYMM administrator role
https://technet.microsoft.com/en-us/library/hh341475(v=sc.12).aspx

NOTE: Follow the Microsoft documentation to add a member to a local group
https://technet.microsoft.com/en-us/library/cc772524(v=ws.11).aspx
*  Privileges of Hyper-V Optimizer (Hyper-V® environments):
= Hyper-V Optimizer is using the Hyper-V agent credentials (which is the local administrator).
* Privileges of Monitor Account for Scale-Out File Server (SOFS) Agent:

= The user is a member of a local group administrators.

Configurations required for collecting data
from VMs resided on SMB server

To collect the complete data of virtual machines that are resided on the SMB server, make sure to do the following:

1 Open krb5.config under the FGLAM_HOM\state\default\config directory, set "forwardable=true" in
libdefaults.

2 Enable SMB delegation on Active Directory using either of the following approaches:

= Run the following command on Active Directory. Visit Enable-SmbDelegation for details.

Hyper-V Monitoring in Foglight Evolve Cloud 5.8.0 User and Reference Guide 6
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Enabl e- SnbDel egati on [-Snbd i ent] <Hyper-V server name> [-SnbServer] <SMB
server nane>

NOTE: The Active Directory forest must be at the Windows Server 2012 functional level. This
cmdlet relies on Active Directory Windows PowerShell cmdlets to perform its actions. To
install the Active Directory cmdlets, run the following command: | nst al | - W ndowsFeat ur e
RSAT- AD- Power Shel |

i

= Enable the SMB delegation through the Active Directory Users and Computers console.
a Browse to select the default container named Computers.

b Select the computer on which you want to configure constrained delegation (your Hyper-V
host server), right click on it and select Properties.

¢ Click Delegation, and then select the Trust this computer for delegation to specified services
only option and ensure you select the Use Kerberos Only option.

d Inthe Service box, click Add and select the Hyper-V target host computer, and then select
cifs from the list of services that show up.

Hyper-V Monitoring in Foglight Evolve
Cloud WinRM GPO script

The GPO script is provided to allow for a streamlined deployment, including how to configure Windows Remote
Management (WinRM). Users must run the script as the Administrator on the AD controller which is enabled on
Windows Server 2008 R2, Windows Server 2012 or Windows Server 2012 R2. They must enable WinRM for all

the Hyper-V® servers through one time setup at Domain Controller, login to just one Domain Controller, and
change the group policy by running an automation script.

The script creates a group policy object and links it to the specific OU (specified by running the script). The policy
has the following settings:

e Create a firewall rule “Allow WinRM for FgIAM Requests” which allows port 5985 on all network.
* Allow WinRM basic authentication.

e Allow WinRM unencrypted traffic.

* Set WinRM IPv4 and IPv6 filter to “*”.

* Atthe end of the script, users can chose to force the policy update. It runs an “Invoke-GPUpdate” method
on all members in the specific OU.

These settings can be observed in the Group Policy Management console by selecting the policy object.

To undo the changes made by the script:
* Delete the group policy object.
OR
* Remove the linked OU from the GPO scope.

Hyper-V Monitoring in Foglight Evolve Cloud 5.8.0 User and Reference Guide
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Agent administration

The Hyper-V Agent Administration dashboard contains links to agent administration tasks that you can use to
manage Hyper-V agent instances, set the alarm sensitivity, and review and remove Hyper-V objects.

* Accessing the Hyper-V Agent Administration dashboard
* Configuring monitoring agents

* Reviewing object instances and deleting expired data

Accessing the Hyper-V Agent
Administration dashboard

This tab consists of the Administration area and the Agents view commands.

Figure 1. Hyper-V Agent Administration dashboard

Hyper-V Configuration

Administration

This Administration dashboard allows you to depley remote agents, configure rules and set advanced platform options.

Agents Rule Configuration Advanced Options

Agents

Hyper-v Agents | SOFS Agents | SCVMM Agents

@Add "?gRefresh Activate Deactivate Start Data Collection Stop Data Collection Remove Update Agent

Hyper-V Server a Active  Data Collection  Agent Name Foglight Agent Manager Host Aarms  Edit Properties  Download Log Agent Version
HV2012R2-1.vfog.bocal o o HVD-HV2012R2-1 vog.Jocal zhuvm-fog-3357.vfog.local A Fl @version Up ToDate | =
HV2012R2-2.vfogJocal o o HVO-HV2012R2-2.vfog.local zhuvm-fog-3357.vfog.Jocal A = @ersion Up To Date

To access the Hyper-V Administration dashboard:
1 Log in to the Foglight Evolve Cloud browser interface.
2 Ensure that the navigation panel is open.
To open the navigation panel, click the right-facing arrow [ on the left.

3 On the navigation panel, under Dashboards, choose Hyper-V > Hyper-V Agent Administration.
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Figure 2. Hyper-V Agent Administration dashboard

Hyper-V Configuration
This Administration dashboard allows you to deploy remote agents, configure rules and set advanced platform options.
Agents Rule Configuration Advanced Options

Agents

Hyper-V Agents | SOFS Agents | SCVMM Agents

© ndd D Refresh Activate ~ Deactivate [ Start Data Collection [ Stop Data Collection Remove i Update Agent
Hyper-V Server a Active  Data Collection  Agent Name Foglight Agent Manager Host Alarms  Edit Properties Dowinload Log Agent Version
HV2012R2-1.vfoglocal of o HVO-HV2012R2-1.vfog.lecal zhuvm-fog-3357.vfeg.ocal # d @Version Up ToDate +
HV2012R2-2.vfog.ocal of o HVO-HV2012R2-2.vog.docal zhuvm-fog-3357.vogocal "1 d @Version Up To Date

Administration area

The Administration area contains links to administrative tasks that you can initiate from this tab:
* Rule Configurations: Sets the level of alarms that the system generates, stores, and displays.

e Agents: Review existing Hyper-V/SOFS/SCVMM object instances. For more information, see Agents view
commands on page 9.

* Advanced Options: Review and delete Hyper-V object instances that are no longer needed. For more
information, see Reviewing object instances and deleting expired data on page 24.

Agents view commands

The Agents view shows a list of existing agent instances and a set of agent management commands at the top of
the list. Use it to verify that your agents are collecting data from the monitored environment.

The following commands are available:

* Add: Starts a workflow for creating new agent instances. For more information, see Configuring monitoring
agents on page 11.

* Refresh: Refreshes the list of agent instances and their states.

* Activate: Activates one or more selected agent instances. Activating an agent instance starts the agent
process on the machine on which the agent is installed.

* Deactivate: Deactivates one or more selected agent instances. Deactivating an agent stops the agent
process on the machine on which the agent is installed.

» Start Data Collection: Starts the data collection for one or more selected agent instances. Starting an
agent’s data collection causes the agent to begin monitoring the Hyper-V server and to send the collected
metrics back to the Management Server.

« Stop Data Collection: Stops the data collection for one or more selected agent instances. Stopping an
agent’s data collection causes the agent to stop monitoring the Hyper-V server.

» Edit Properties: Starts a workflow for editing the properties of one or more selected agent instances. Each
agent comes with a set of properties that it uses to configure its correct running state. For more information,
see Configuring agent properties on page 20.

* Remove: Deletes the selected agent instance.

* Update Agent: Updates the agent package to the latest version. For more information, see the Installing
and Configuring Foglight for Storage Management Guide.

Hyper-V Monitoring in Foglight Evolve Cloud 5.8.0 User and Reference Guide 9
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IMPORTANT: Updating the agent package using this command generates the previously existing
credentials. However, if you update the agent package by re-deploying its .gar file through the Agent
Status page, the credentials need to be re-created. To do that, select an agent instance, click Edit
Properties, and configure the required credentials on the Credentials tab of the Edit Tab Manager
dialog box.

-

Figure 3. Edit Tab Manager dialog box

o o 1 To Date | =

&g\/ersion Up

Edit Agent Tab Manager

X

7dVersion Up To Date

Agent Properties

Credentials

Lockbox / Credential
System

administrator@hpv.local

Click To Edit Credential Password Click To Release Lockbox To Client:
B
Eif

New Credential

Add to Existing Credential

To perform any of the available commands, select one or more check boxes in the left-most column and click the
appropriate button. For example, to start an agent’s data collection, select the check box in the agent row and click
Start Data Collection.

Agent tabs

The Agents area contains three tabs: Hyper-V Agents, SCVMM Agents, and SOFS Agents. Each tab displays a
list of the existing Hyper-V, SCVMM, or SOFS Agent instances and shows their status. Use it to verify if your
agents are collecting data from the monitored environment.

Figure 4. Agents view

Agents

Hyper-V Agents

SQVMM Agents

@.ﬁaa "?y Refresh |
Hyper-V Server .
HV2012R2-1.vfog.ocal
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Start Data Collection

Stop Data Collection

Remove

Active Data Collection Agent Name

Foglight Agent Manager Host

Update Agent

Marms  Edit Properties
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o
o
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1
il

a

@

Downlead Log
a

4

Agent Version
@Version Up To Date
@ Version Up To Date

Table 1. Description of the View

Data displayed

Active. Indicates if the Hyper-V Agent process is running.

Agent Name. The name of the Hyper-V Agent instance.

Agent Version. Indicates if the agent is running the latest version of the agent
package ([@ veson lTanatz]), or it needs to be updated (| etz gt ]y,

Alarms. The total numbers of Warning, Critical, and Fatal alarms.

Data Collection. Indicates if the Hyper-V Agent is collecting data from the monitored
environment.

Download Log. Allows you to download the agent log file.
Edit Properties. Allows you to edit the agent’s properties.

Foglight Agent Manager Host. The name of the machine on which the Foglight
Evolve Cloud™ Agent Manager and the Hyper-V Agent process are running.

Hyper-V Monitoring in Foglight Evolve Cloud 5.8.0 User and Reference Guide
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Table 1. Description of the View
* Hyper-V Server (Hyper-V Agents tab only). The name of the monitored Hyper-V®
server.

* SCVMM Server (SCVMM Agents tab only). The name of the monitored Hyper-V
Virtual Machine Manager.

e SOFS Server (SOFS Agents tab only). The name of the monitored SOFS server.

Configuring monitoring agents

Hyper-V Monitoring in Foglight® Evolve Cloud uses the Hyper-V, SCVMM, and SOFS agents to collect information
about your virtual environment:

* Hyper-V Agents collect information from monitored Hyper-V servers. A Hyper-V server is a physical
component required to begin building a virtual infrastructure. Hyper-V servers provide hypervisor-based
architecture for controlling and managing resources for the virtual machines that run on it.

* SCVMM Agents collect information from Virtual Machine Managers (VMM). A VMM allows you to manage
host, networking, and storage resources when creating and deploying virtual machines to virtual clouds.

e SOFS Agents collect information from monitored SOFS servers. A SOFS server is a Windows Server
cluster with some form of shared storage. SOFS servers provide highly available file-based storage for
applications and general use.

When Hyper-V, SCVMM, and SOFS agent packages are successfully deployed, you can create agent instances,
activate them, and start their data collection. To perform these steps in a single operation for one or more
monitored hosts, use the Agents area on theHyper-V Configuration dashboard.

When you add an agent instance, the agent process is created on the Agent Manager host. Activating the agent
instance starts that agent process. When you start an agent’s data collection, the agent process starts collecting
data from the monitored host and to sends it to Hyper-V Monitoring in Foglight Evolve Cloud.
To create, activate agent instances, and start their data collection:

1 Log in to the Foglight Evolve Cloud browser interface.

2 On the navigation panel, under Dashboards, choose Hyper-V > Hyper-V Agent Administration.

Figure 5. Hyper-V Agent Administration dashboard

Hyper-V Configuration
This Administration dashboard allows you to deploy remote agents, configure rules and set advanced platform options.
Agents Rule Configuration Advanced Options

Agents

Hyper-V Agents | SOFS Agents | SCVMM Agents

@.-“aa ‘}Reﬁesf‘ Activate  Deactivate |» Start Data Collection [ Stop Data Collection Remove Update Agent
Hyper-V Server « Active  Data Collection  Agent Name Foglight Agent Manager Host Aarms  Edit Properties Dovinload Log Agent Version
HV2012R2-1.vfog.docal of o HVO-HV2012R2-1.vfog Jocal zhuvm-fog-3357 Mog.local 't d @Version Up To Date |+
HV2012R2-2.vfog.local of o HVO-HV2012R2-2.vfog Jocal zhuvm-fog-3357 Mog.local 't d {§Version Up To Date

3 On the Administration tab, under Agents, open the Hyper-V Agents, the SCVMM Agents tab, or the
SOFS Agents tab, as required.

4 Click Add to launch the Agent Setup wizard.

The Agent Setup wizard appears, showing the Prepare page.

Hyper-V Monitoring in Foglight Evolve Cloud 5.8.0 User and Reference Guide 1
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Select Fglam Client critical

Discover or Manual

(Credential Verification

Summary

Choose one from the following options
Run the script once on the domain controller.
& Script for WinRMGPOConfigAgainstAD setting.

Run the script on all Hyper-V Servars.
#®_ Script for WinRM setting.

5 Review the information on this page.

= If you want to configure WinRM settings automatically, download the appropriate script, and follow
the instructions provided with the scripts.

= To configure these settings manually, see the Agent Manager Guide.
When done, click Next.

The Agent Setup wizard refreshes, showing the Select Fglam Client page. The page shows a list of all
hosts that already have the Agent Manager installed and running, and to which you can deploy the Hyper-
V Agent package.

Agent Setup x

+  Prepars Select Fglam Client

o Discover or Manual

Foglight Agent Manager Host
o Credential Verification glig g g

o Summary

Select the Foglight Agent Manager host for the new Hyper-V agents.

Host Name FglaM Version 0s 05 Architecture
' | Host1 windows «86_64

[ Previous | [ Finish | [ cancel |

6 Select the Agent Manager on which you want to create the Hyper-V Agent instance, and click Next.

7 Hyper-V Agents only. On the Discover or Manual page that appears, you can indicate if you want to
manually specify the Hyper-V Server that you want to monitor, or to choose between the servers running in
a given domain.

Agent Setup x
¥ Prepare Discover or Manual
v Select Fglam Client Manually configure an agent to monitor a single Hyper-V server or search your domain to Discover Hyper-V
servers and create one or more agents.
() Discover
o Credential Verification (@ Manual
o Summary
Discover : list all HyperV servers in your Domain via LDAP automatically.
Manual : input the HyperV server which you want to monitor.,
Finish
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Select one of the following options:

Discover. Select this option if you want to choose from the available Hyper-V Servers running in the
desired domain. Click Next and proceed to Step a.

Manual. Select this option if you want to manually specify the name of the Hyper-V Server. Click Next and
proceed to Step b.

a Discovering Hyper-V Servers only. On the Enter Domain Credentials page that appears, specify
the information needed to search for the running Hyper-V Servers.

Agent Setup ®
~ Prepare Enter Domain Credentials

v Select Falam Client

-~
» Enter Domain Credentials '

Select Servers

Agent Properties
Enter the fully qualified name of a domain to search for Hyper-V servers,
Credential Verification
Domain; myDomain. com
Summary

Enter user credentials for querying Active Directory on this domain.

User: myDomainymyUserMame

Password:

Finish

a Provide the following information, and then click Next.

- Domain: Type the fully qualified name of a domain to search for the Hyper-V Server.
For example, myDomai n. com

- User: Type the user name to be used by the agent to be used to query Active
Directory on the selected domain using the syntax Domain\ UserName. For example,
myDomai n\j smit h.

- Password: Type the password associated with the above user name.

The Agent Setup wizard refreshes, showing the Select Servers page. The page shows a
list of all Hyper-V servers that you have access to, based on the domain name and user
credentials you provided in this step.

Agent Setup 4
+ Prepare Select Servers
~ Select Fglam Client

~ Enter Domain Credentials

» Select Servers

o Agent Properties
Select the Hyper-V servers which have the same credentials to configure.
o Credential Verification
[E] Hyper-v Server Has Agent «
o Summary [F] VFOG-DEV-2008R2.view local of

Previous Finish

b Select one or more Hyper-V Servers that you want to monitor and click Next.

The Agent Setup wizard refreshes, showing the Agent Properties page.
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Agent Setup x
~ Prepare Agent Properties
» Select Fglam Client

v Enter Domain Credentials

¥ Select Servers

» Agent Properties
Enter the agent properties for Hyper-V Agent,
Credential Verification

Collect CPU metrics
Summary

L4
Collect disk metrics =
Collect memory metrics  [#]

]

Collect network metrics [

Previous Next | | Finish | [ Cancel |

¢ By default, the options for collecting CPU, disk, memory, and network metrics are selected.
Review these settings, and make any changes, if required. When done, click Next.

d Proceed to Step c.

b Manually specifying a Hyper-V Server only. On the Manual Agent Properties page that
appears, specify the information needed to search for the running Hyper-V servers.

Agent Setup £
¥ Prepare Manual Agent Properties
~ Select Fglam Client Enter the name of this Hyper-V server to access it

» Discover or Manual v
Hyper-V Server

» Manual Agent Properties
Collect CPU metrics

Credential Verification Collect disk metrics
Summary Collect memory metrics

Collect network metrics

Previous | | Next | | Finish | | Cancel |

Click Next.

¢ On the Credential Verification page that appears, review the existing set of credentials. If the
wizard determines that the selected Agent Manager has any credentials configured for the host on
which the Hyper-V Server is running, they appear listed on this page.

SCVMM Agents only. On the Input Agent Properties page that appears, type the name of the SCVMM
server, and click Next.

Agent Setup x
+ Prepare Input Agent Properties
v Select Fglam Client Enter the name of this SCVMM server to access it.

: :

Credential Verification

Summary

| Previous | | mext | | Finish | | cancel |

On the Credentials Verification page that appears, select one of the following options:

= Do not configure a credential: Select this option if you want to configure the credential for this
resource at a later time. Click Next and continue with Step 12.

= Add host(s) to a new credential: Select this option if you want to add the host to a new credential.
This option is suitable if none of the existing credentials have the connection details needed to
access the new host. Click Next and continue with Step 10.
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Add host(s) to an existing credential: Select this option if you want to add the host to an existing
credential. This option is suitable if an existing credential has the security data needed to access the
new host, but you need to edit its resource mappings to include this host. Click Next and continue

v

Host Mame « Matching Credentials
» Credential Verification Hosti

with Step 11.
i | IMPORTANT: Credentials are security data that provide the Infrastructure agent with the permission
to monitor system resources, such as a host or a range of hosts.
i) Agent Setup x
~ Prepare Credential Verification
w Select Fglam Client

Credentials hold the security data (such as logins or keys) that allow an agent to access a system resources, such as a

host. A credential is required if the target host and the agent manager are on different systems,
Discover or Manual

administrator @HyperV-Discovery

10 Cre

b

2 Summary
(@ Donot configure a credential,
) dd host{s) to a new credential.
® Add host(s) to an existing credential,
Note: Creating agenis without the proper credeniials wil result in the occurrence of Credeniial Alarms.
Finish
ate a new credential.

a On the Credential Type page that appears, select the credential type from the available options.

Agent Setup %
¥ Prepare Credential Type
v Select Fglam Client Select the credential type from the list below.

~ Discover or Manual

Credential Type Description
» Credential Verification

@ Domain, User Name, and Password (Windows) | A "Windows' credential consists of domain name (if configured i
» Credential Type

» Credential Properties
» Credential Mame and Lockbox

» Resource Mapping

* Policies
o Summary
f v
e
Click Next.

The Credential Properties page appears.

Agent Setup -
¥ Prepare Credential Properties
v Select Fglam Client Enter the properties for this credential.

~ Discover or Manual

A 'Windows' credential consists of domain name {if configured in your environment), user name, and password.
» Credential Verification Domain

« Credential Type

User Mame

» Credential Properties

o Credential Name and Lockbox Confirm Password

|
|
Password |
|

o Resource Mapping

» Optional Advanced Settings
o Polides

o Summary
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¢ On the Credential Properties page, type the required properties, and click Next.

The Credential Name and Lockbox page appears.

Agent Setup X
v Prepare Credential Name and Lockbox
v Select Fglam Client These properties identify the credential on the Management Server.

v Discover or Manual
Please provide a unique name to identify this credential,

|
view\administrator

v Credential Type A Lockbox contains a collection of encrypted credentials and the keys used for their encryption and decryption.

~ (Credential Properties Lockbox « Password Required
@ System No
» Credential Name and Lockbox B
Resource Mapping
Policies
Summary

Note: A password will be required for passward secured Lockhoxes that have not yet been relfeased fo the provided
Agent Manager.

On the Credential Name and Lockbox page, provide a name to uniquely identify the credential,
and select a lockbox in which you want to keep the credential. A lockbox can be used to group
credentials for access and/or security. In smaller Foglight Evolve Cloud installations, using the
default System lockbox should be sufficient.

i | NOTE: If a lockbox is password protected and is not released to the target Foglight Agent
Manager, you can provide the lockbox password on the last page of the wizard.

Click Next.

The Resource Mapping page appears.

Agent Setup %
v Prepare Resource Mapping
v Select Fglam Client Select the appropriate resource mapping option below.

v Discover or Manual
(@) Provided host names and IP addresses (only)

v Credential Type
Host Names IP Addresses

v Credential Properties Host1 There Is No Data To Display

+ Credential Name and Lockbox
*» Resource Mapping
Policies

Summary

On the Resource Mapping page, indicate which hosts you want to associate with this credential.
Click Next.

The Policies page appears.
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Agent Setup
+ Prepare Policies
+ Select Fglam Client Add policies for this credential. This is an optional step. Click Mext'if you do not wish to add more policies at this time.

v Discover or Manual

O Do | = =
[[ Edt Policy Type & Details

+ Credential Type = @' Failure Rate Max Failure Count=3 and Time Period=1 hours

+ Credential Properties

~ Credential Mame and Lockbox
¥ Resource Mapping

» Policies

o Summary

Optional—On the Policies page, define one or more policies for this credential. A policy defines the
number of times a credential can be used, the number of allowed authentication failures, the time
range during which the credential is valid, or the length of time the credential data can be cached on
the client. For example, you can specify the number of times the credential can be used, or the time
period during which it can be used. For complete information about the available credential policies,
see the Administration and Configuration Help.

Click Next.

The Summary page appears.

i Agent Setup e,
~ Prepare Summary
¥ Select Fglam Client Hosts Click to view ...

i Agent Manager Hostl
v Discover or Manual

Windows Credential

~ Credential Verification Credential view\administrator
Mew or Existing Credential Mew
Lockbox Password The Lackbox is not a password secured Lockbox.

Proceed to Step 12.

11 Use an existing credential.

a On the Credential page that appears, select an existing credential to contain this host.
Agent Setup X
¥ Prepare Credential
v Select Fglam Client Select the Credential that will contain this resource.
~ Discover or Manual
Credential Password Required ]
» Credential ™ administrator @HyperV-Discovery
o Resource Mapping b
MNote: A password wil be required for password secured Lodkboxes that have not yet been relfeased fo the provided
o Summary Agent Manager.
b Click Next.

The Resource Mapping page appears.
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Agent Setup
v Prepare Resource Mapping

v Select Fglam Client Select the appropriate resource mapping option below.

~ Discover or Manual
(@ Provided host names and IP addresses {only)

~ Credential

Host Mames IP Addresses
» Resource Mapping Host1 There Is Mo Data To Display
Summary

¢ On the Resource Mapping page, indicate which hosts you want to associate with this credential.
You can either select the host that you are about to start monitoring, all monitored hosts, or hosts
whose name contains a specific text string.

Click Next.

The Summary page appears.

Agent Setup o
~ Prepare Summary
¥ Select Fglam Client Hosts Clik to vigw ...
Agent Manager Hostl

~ Discover or Manual
Windows Credential

i Ve Credential view\administrator
Mew or Existing Credential Mew
Lockbox Password The Lackbox is not a password secured Lockbox.

Next

d Proceed to Step 12.

On the Summary page that appears, review the information provided about the host and the monitoring
agent.

Click Finish.

The new host is added to the Hosts dashboard after a short delay. The monitoring agent is created. If the
operation is successful, the Agent Setup message box appears. Review the information and close the
message box.

Agent Setup x
@ Success creating and activating agent HY 1-VFOG-DEV-2008R 2, view.local.

The agent instances created to monitor the new host appear on the Administration tab, in the Agents
area.

Close the dialog box. The Agent Management dashboard refreshes, showing the newly created Hyper-V
Agent in the list.

If required, reconfigure the agent properties or credentials. For example, you can specify the name of the
monitored Hyper-V server or the authentication schema.

When an agent connects to the Management Server, it is provided with sets of properties that it uses to
configure its correct running state. Hyper-V Monitoring in Foglight Evolve Cloud stores agent properties on
the Management Server.

a Select an agent and click Edit Properties.

The Edit Agent Tab Manager dialog box appears, showing the Hyper-V Agent properties on the
Agent Properties tab.
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Edit Agent Tab Manager

Agent Properties || Credentials

Enter the name of this Hyper-V server to access it,

< & & W

Save

i | NOTE: When multiple agents are selected, you can only edit the properties that are common

to all selected agents.

b Review and edit the agent properties, as required.

For additional information about these properties, see Setting the Hyper-V Agent Configuration

properties on page 21.

¢ Open the Credentials tab, and review the available credentials.

Edit Agent Tab Manager
Agent Properties || Credentials

Lockbox / Credential a Click To Edit Credential

Password
System
administrator @Hyperv- —
Discovery i

[New Credential | [ Add to Existing Credential |

Click To Release Lockbox To

Client

E

X

d If required, you can create a new credential for this agent, or associate it with an existing credential.

o New credentials. Click New Credential and use the Create Credential Wizard that
appears to provide the required information. For more details, see Step 10.

= Existing credentials. Click Add to Existing Credential and use the Create Credential
Wizard that appears to provide the required information. For more details, see Step 11.

Activate one or more agents.

On the Agent Management dashboard, select the agents that you want to activate and click Activate.

Start the data collection for one or more agents.

On the Agent Management dashboard, select the agents whose data collection you want to start and click

Start Data Collection.
Click Refresh.

The Active and Data Collection columns show green check marks indicating that the agents are active

and collecting data.

@ add FRefresh | Activate . Deactivate | Start Data Collection

[F]] Hyper-V Server « Data Collection’y. Agent Mame

|:| Host1.example.com MyHyperVAgent1
|:| Host2.example.com MyHyperVAgent2
|:| Host3.example.com MyHyperVAgent3
|:| Host4,example.com MyHyperVAgent4

Stop Data Collection

Edit Properties Remove
Foglight Agent Manager Host Alarms
Hosts 1 -
Host5 1

Hosts
Hosts -

If the agent unexpectedly fails or stops, this is an indicator of an incorrect configuration. Unknown host
names or invalid WinRM configuration can cause the agent to fail. Incorrect configuration causes the agent
to stop. If this happens, the agent generates an observation containing a message with more information
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about the failure.You can view the message contents in the Data Browser. For example, to find out any
massages related to the Hyper-V Agent, in the Data Browser, navigate to Hyper-V > Hyper-V Agents >
<Hyper-V Agent instance> > Messages > History > <message>. For more information about the Data
Browser, see the Data Model Guide.

Configuring agent properties

The Hyper-V, SCVMM, and SOFS Agents collect data from your virtual infrastructure and sends it to the
Management Server. The agents keep track of resource utilization metrics and alerts you when certain pre-defined
thresholds are reached.

When an agent connects to Foglight Management Server, it is provided with sets of properties that it uses to
configure its correct running state. Each agent is provided with a combination of two types of properties: agent
properties and shareable properties.

Default versions of these properties are installed with Hyper-V Monitoring in Foglight® Evolve Cloud. However, you
can edit the default shareable and agent properties, configure agent properties that apply only to a specific agent
instance, and create edited clones of shareable properties that are used by a subset of agents of a certain type.

There are two ways to access the Hyper-V, SCVMM, and SOFS Agent properties:

e On the Hyper-V Environment dashboard, on the Administration tab, select an agent instance and click
Edit Properties (see Configuring monitoring agents on page 11).

NOTE: This method only allows you to edit the Configuration properties, but not the Data
Collection Scheduler properties.

i
* On the Agent Status dashboard, select an agent instance and click Edit Properties. This method provides

access to the full set of Hyper-V Agent properties, and is described in this topic.

For more information about working with agent properties, see the Administration and Configuration Help.

To modify the Hyper-V/SCVMM/SOFS Agent agent properties using the Agent Status
dashboard:

1 Log in to the Foglight Evolve Cloud browser interface.
2 Ensure that the navigation panel is open.

To open the navigation panel, click the right-facing arrow [ on the left.
3 Open the Agent Status dashboard and navigate to the agent properties.

e On the navigation panel, under Dashboards, select Administration > Agents > Agent Status.

IMPORTANT: Another way of editing agent properties is through the Agent Properties
dashboard. The properties you specify on this dashboard apply to all instances of the selected
type. To be certain that you are editing properties for a particular agent instance, without
overwriting any properties of other agent instances of the same type, use the Agent Status
dashboard instead of the Agent Properties dashboard.

i

f Onthe Agent Status dashboard, select the instance of the Hyper-V, SCVMM, or SOFS Agent whose
properties you want to modify, and click Edit Properties.

g Indicate that you want to edit the properties of the agent instance.

A list of agent properties appears in the display area.
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‘Configuration

Host Name

Collect CPU metrics

Collect disk metrics

Collect memary metrics

Collect network metrics

Enable FSM Integration

Enable Storage Space Direct Collaction
Connedtion Type

WinRM port

Usz Hittps

Inventory update reguest imeout (sec)
Connection timeout (sac)

WMI reguest timeout (sac)

HV2012R2-1.viog.local
o

o

vl

vl

vl

ol

WinRM ¥

3985

10
60
10

internal - Support Duplicate Port WWNs

Physical Location Prefix - (3-char string)

SAN Duplicate WWMN Support - Intemnal Params - Do not touch unless instructed by support

Data Collection Scheduler
Collector Config

defaultSchedule

Edit || Clone | | Delete

Configuration

SCVMM Host Name

Data Collection Scheduler

Collector Config
defaultSchedule

»

zhuvmvfogetr.xda.local

[ Edit ] [ Clone ] [ Delete ]

The position of the Properties pane depends on the dashboard you used to access agent

properties. If you used the Agent Properties dashboard, the Properties pane appears to the right of
the Namespace > Type pane in the display area. If you used the Agent Status dashboard, the

Properties pane appears across the display area.

Setting the Hyper-V Agent Configuration properties

To monitor a desired Hyper-V® server, ensure the Hyper-V Agent’s Configuration properties are set up as

required.

Figure 6. Hyper-V Agent Configuration properties

Configuration
Host Name
Collect CPU metrics
Collect disk metrics

WMI request timeout (sac)

HW2012R2-1.vfog.local
v

e

Collect memary metrics vl

Collect network metrics "

Enable FSM Integration ol

Enable Storage Space Direct Collection v
Connection Type WinRM ¥
WinRM port 5985

Usz Hittps

Inventory update request timeout (sec)  |1p
Connection timeout (sac) 50

To set the Hyper-V Agent Configuration properties:

1 Locate the Hyper-V Agent’s Configuration properties.
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2 Set the Configuration properties as follows:

= Host Name: Type the fully qualified host name of the machine on which the monitored Hyper-V
Server is running.

= Collect CPU metrics: Select this option if you want to collect CPU metrics from the monitored
Hyper-V environment.

= Collect disk metrics: Select this option if you want to collect disk metrics from the monitored
Hyper-V environment.

= Collect memory metrics: Select this option if you want to collect memory metrics from the
monitored Hyper-V environment.

= Collect network metrics: Select this option if you want to collect network metrics from the
monitored Hyper-V environment.

= Enable FSM Integration: Select this option if you want to enable the integration with Foglight for
Storage Management.

= Enable Storage Space Direct Collection. Select this option if you want to collect Storage Space
Direct (S2D) metrics from the monitored Hyper-V environment.

= Connection Type. Specify the connection type. Quest recommends using WinRM as the
connection type, as DCOM will be removed in future release.

=  WinRM port. Type the port number of WinRM.
= Use Https. Select this option if you want to use the HTTPS protocol.

= Inventory update request timeout (sec): Type the number of seconds after an inventory collection
times out.

= Connection timeout (sec): Type the number of seconds after a connection times out.

=  WNMI request timeout (sec): Type the number of seconds after a WMI request times out.

Setting the SCVMM Agent Configuration properties

To monitor a desired System Center Virtual Machine Manager (SCVMM), ensure the SCVMM Agent’s
Configuration properties are set up as required.

Figure 7. SCVMM Agent Configuration properties

Configuration

SCVMM Host Name Host1.example.com

To set the SCVYMM Agent Configuration properties:
1 Locate the SCVMM Agent’s Configuration properties.

2 Inthe Configuration area, in the SCVMM Host Name box, type the name of the machine on which the
Virtual Machine Manager is running.

Setting the SOFS Agent Configuration properties

To monitor a desired SOFS server, ensure the SOFS Agent’'s Configuration properties are set up as required.
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Figure 8. SOFS Agent Configuration properties

Configuration
Host Name
Collect CPU metrics

@ True O False
Collect disk metrics @ True ©) False
Collect memory metrics @ True ©) False
Collect network metrics @ True ) False
Enable Storage Space Direct @ True ) False
Collection - -
Connection Type WinRM v
VAinRM port 5085
Use Hitps @ True @ False

Update request timeout (sec) 10

To set the SOFS Agent Configuration properties:
1 Locate the SOFS Agent’s Configuration properties.
2 Set the Configuration properties as follows:

= Host Name: Type the fully qualified host name of the machine on which the monitored Hyper-V
Server is running.

= Collect CPU metrics: Select this option if you want to collect CPU metrics from the monitored
SOFS environment.

= Collect disk metrics: Select this option if you want to collect disk metrics from the monitored SOFS
environment.

= Collect memory metrics: Select this option if you want to collect memory metrics from the
monitored SOFS environment.

= Collect network metrics: Select this option if you want to collect network metrics from the
monitored SOFS environment.

= Enable Storage Space Direct Collection. Select this option if you want to collect Storage Space
Direct (S2D) metrics from the monitored Hyper-V environment.

= Connection Type. Specify the connection type. Quest recommends using WinRM as the
connection type, as DCOM will be removed in future release.

=  WinRM port. Type the port number of WinRM.
= Use Https. Select this option if you want to use the HTTPS protocol.

= Update request timeout (sec): Type the number of seconds after a collection times out.

Setting the Hyper-V/ISCVMM/SOFSAgent Data Collection
Scheduler properties

Use the Data Collection Scheduler properties to adjust how frequently the Hyper-V, SCVYMM, or SOFS Agent
collects data from the monitored server.

Figure 9. Data Collection Scheduler properties

Data Collection Scheduler

Collector Config defaultSchadule ~ [ Edit ] [ Clone ] [ Delete ]

To set the Data Collection Scheduler properties:
1 Locate the Hyper-V, SCVMM, or SoFS Agent Data Collection Scheduler properties.
2 Select the collection configuration list that you want to use.

Click Collection Config, and from the list that appears, select a collection list.
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TIP: The Inventory Collection process does not submit data back to the Management Server, it is
used entirely to support the Essential and Resource metric collections.

If you want to clone a list and associate it with the agent instance whose properties you are editing,
select it and click Clone. When prompted, enter a name for the cloned list. For more information on
cloning, see the Administration and Configuration Help.

The default Data Collection entry appears in the list. This collector is responsible for obtaining Hyper-V
metrics from the monitored system.

3 Update the selected collection configuration list.

a

Click the Edit button on the right of Collector Config.
A dialog box appears.
Edit the entries in the list, as required.

To edit a value in the table, double-click the table cell, and enter the required value. Each list has the
following values:

Collector Name: Contains the name of the default collector, Data Collection.
Default Collection Interval: Contains the length of the default collection interval.

Time Unit: Contains the time unit for measuring the default collection interval: mi | | i seconds,
seconds, nm nut es, hour s, or days.

Fast-Mode Collection Interval: Contains the length of the collection interval when the agent is
running in fast mode.

Fast-Mode Time Unit: Contains the length of the collection interval when the agent is running in
fast mode.

Fast-Mode Max Count: Contains the maximum count of entries when the agent is running in fast
mode.

Save your changes to the list by clicking Save Changes in the dialog box.

The dialog box closes.

4 In the display area, click Save.

Reviewing object instances and
deleting expired data

Foglight Evolve Cloud™ collects data from monitored environments and creates a data model in real-time. The
resulting topology model consists of nodes where each node is an object instance of a particular object type. Each
type of monitoring environment can have a unique set of object types. Hyper-V Monitoring in Foglight Evolve
Cloud includes a set of topology object types and their definitions. When Foglight Evolve Cloud collects data from
your Hyper-V environment, it builds the topology model that consists of the instances of the object types defined
by Hyper-V Monitoring in Foglight Evolve Cloud. By default, a monitored environment can result in up to 50,000
object instances being created by a single object type. This value is controlled by the
foglight.limt.instances registry variable.

Registry variables have a global default value and type-specific scoped values. This means that different object
types can have different instance limits.

Explore the Instances and Limits view to see the existing Hyper-V object types. To access this view, on the
Hyper-V Agent Administration dashboard, click Review Instances and Limits.
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Figure 10. Instances and Limits view

T Hyper-V Environment »> Instances and Limits @+ Thursday, September 22, 2011 7:41 AM - 11:41 AM 4 hours [ Reports |
Instances and Limits
Edit Registry Variables =
Object Type Instance Limit Instance Count Utilized = Status

NetworkInterface 50,000 663 1% @Normal Severity &
Host 50,000 555 1% @Normal Severity
OperatingSystem 50,000 553 1% @Normal Severity
HostStorage 50,000 550 1% @Normal Severity
HostCPUs 50,000 535 1% @Normal Severity
Hostietwork 50,000 527 1% @Normal Severity
Memory 50,000 527 1% @Normal Severity
Processor 50,000 472 1% @Normal Severity
PhysicalDisk 50,000 447 1% @Normal Severity
LogicalDisk 50,000 288 1% @Normal Severity
IPAddress 50,000 158 0% @Normal Severity
HPWWirtualDiskImage 50,000 67 0% @Normal Severity
HPWWirtualMachinePhysical Disk 50,000 36 0% @Normal Severity
HPWVirtualMachine 50,000 33 0% @Normal Severity
HPWWirtualMachineHostStorage 50,000 33 0% @Normal Severity
HPWirtualMachineMemory 50,000 31 0% @Normal Severity
HPWirtualMachineProcessor 50,000 28 0% @Normal Severity
HPWWirtualMachineSnapshot 50,000 25 0% @Normal Severity
HPWWirtualMachineNetworkInterface 50,000 24 0% @Normal Severity
HPVServerietworkInterface 50,000 22 0% @Normal Severity

HPVServerProcessor 50,000 18 0% @Normal Severity ¥

The Instances and Limits view displays the list of the existing Hyper-V object types, and for each type it shows
the type name, instance limit, instance count, instance limit utilization, and the type status given as the highest
severity level associated with an instance of that type. This information can give you insight into the size of your
database and whether additional adjustments are required to improve your system performance. For example, if
an object type results in a high number of object instances, this may result in performance bottlenecks. To prevent
them, check if any of these are updated recently and, if not, delete them from the database, as described below.

To view the list of existing registry variables or to edit them, click Edit Registry Variable in the top-left corner. For
complete information about registry variables in Foglight Evolve Cloud, see the Administration and Configuration
Help.

For reference information about this view, see Instances and Limits view on page 26.

To review and delete expired data:
1 On the Hyper-V Agent Administration dashboard, click Review Expired Data.

The Expired Data View and Removal dialog box appears.

Expired Data View and Removal x
» Choose Type Choase Type

Review Data

Warn and Delete Select a type and age —as number of days- to find expired objects.
v

@) HPWirtual Machine
HPVServer
HPVCluster
Host

Minimum days since last updated: |60

Previous | | Next | | Finish | | Cancel

2 In the Expired Data View and Removal dialog box, select a category of object type that you want to
review, and type the number of days during which the object instances were not updated.

For example, to view the object instances that are not updated in 30 days and are created when monitoring
virtual machines, select HPVVirtual Machine, and in the Minimum days since last updated box, type 30.
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3 Click Next.

The Expired Data View and Removal dialog box refreshes, showing the object instances that meet the
specified requirements.

Expired Data View and Removal x

HPWirtual Machine objects not updated in the last 30 days:

Instance Name Virtual Machine Unique 1D Last Updated + (d:f:) &
Template_Win08R2 SFA36C36-9762-4543-BC48-3D93A28B0AFE | 9/15/11 12:10 PM 7
D392EAS7-5D0E-4DAA-BDE3-543D5FBOD9EE  D392EAS7-5D0E-4DAA-BDE3-543D5FBIDIEE.  9/14/11 4:25 PM 8
HV30vm1 36FF8711-6AAB-48C1-BCBC-934429312B33 9/12{11 6:40 PM 10
BEDBBB60-D985-4904-9107-361FAGTEDED3  BEDBBB60-DI85-4904-91D7-361FAGFEDED3 | 9/12/11 2:16 PM 10
CBAZBEED-17F2-4ACB-BASB-5BB4C4DBCS86 | CBAZBBED-17F2-4ACE-BASE-5BB4C4DBCS86 | 9/12/11 1:57 PM 10

Previous | [ Next | [ Finish | [ Cancel |

4 Observe the results.
= If you want to delete all of the object instances, click Next.

= If you want to modify your search, click Previous, make your changes, and observe your results
again. For example, to show fewer instances, click Previous, and increase the time period. When
satisfied, click Next.

= If you do not want to delete any objects, click Next.

The Expired Data View and Removal dialog box refreshes.

Expired Data View and Removal x

Please confirm the complete deletion of all data related to the listed HPVVirtual Machine objects. This data will not be
retrievable once deleted.

[ Yes. Delete these objects.

[ Previous ] Next [ Finish ] [ Cancel ]

5 To delete the selected object instances, select the check box.
To keep the selected object instances, ensure the check box is clear.

6 Click Finish.

Instances and Limits view

This view displays the list of the existing Hyper-V object types. This information can give you insight into the size of
your database and whether additional adjustments are required to improve your system performance.
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Figure 11. Instances and Limits view
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Table 2. Description of the View

Data displayed * Instance Count. The current number of object instances of this type.

* Instance Limit. The maximum number of object instances of this type that can be
instantiated.

* Object Type. The type of the topology object.

e Status. The current status representing the highest severity level associated with an
instance of that type.

» Utilized. The percentage of the object limit instance that is currently utilized.
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Performance investigation with the
Hyper-V Explorer

The Hyper-V Explorer provides a great deal of value to administrators who leverage Hyper-V Monitoring in

Foglight® Evolve Cloud to monitor their virtual infrastructure. It has a hierarchical interface that displays various
performance metrics and alarms within the virtual infrastructure. It provides several informative views through
which you can quickly and easily access detailed information about any of the available components (physical or
virtual) within the monitored environment.

* About the Hyper-V Explorer

* Accessing the Hyper-V Explorer

e About the Hyper-V Explorer topology
e Hyper-V Explorer Summary

* Hyper-V Explorer Storage

About the Hyper-V Explorer

The Hyper-V Explorer provides detailed performance metrics about an object or a group of objects selected on the
Hyper-V Explorer Topology tab.The upper part of the Hyper-V Explorer consists of three main components: a
selected tile, an alarm summary for the selected object, and navigation tabs.

The alarm summary in the top right shows the number of alarms at each severity level that are outstanding for the
selected object type: clusters, servers, and virtual machines. Clicking an alarm count shows a list of the active
alarms for the selected object or group of objects.

The range of navigation tabs varies from object to object, but generally includes a tab that displays the selected
object’'s summary (typically the default view), a tab displaying the selected object’s performance monitoring details,
and one or more tabs with other relevant information. There are tabs that appear in the display area and a tab
displaying a topology tree on the navigation panel. In addition, the action panel also provides instant access to a
number of useful actions and tasks.
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Figure 12. Hyper-V Explorer
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Accessing the Hyper-V Explorer

The Hyper-V Explorer provides detailed performance metrics about an object or a group of objects selected on the
Hyper-V Explorer Topology tab.
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Figure 13. Hyper-V Explorer
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To access the Hyper-V Explorer

1 Log in to the Foglight Evolve Cloud browser interface.

2 Ensure that the navigation panel is open.

To open the navigation panel, click the right-facing arrow [ on the left.

3 On the navigation panel, under Dashboards, click Hyper-V > Hyper-V Explorer.

The Hyper-V Explorer appears in the display area.
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Figure 14. Hyper-V Explorer
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About the Hyper-V Explorer topology

The Topology tab appears on the navigation panel when you access the Hyper-V Explorer. It displays a tree
showing a hierarchical structure of the elements in your virtual infrastructure.

Figure 15. Topology tab
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Use it to quickly select an object or object container and view the related information in the display area. Hovering
over a specific node in this tree shows a dwell that gives you more information about that component, the related
elements, and their alarm status. For example, hovering over a cluster node shows the name, the number of
servers in that cluster, and the number of virtual machines running on the servers that belong to that cluster. It also
shows the alarm counts for each component type and alarm severity.
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Figure 16. Related information dwell
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Hyper-V Explorer Topology tab

The Hyper-V Explorer Topology tab contains an organized view of the virtual infrastructure objects that are
monitored by Hyper-V Monitoring in Foglight Evolve Cloud: clusters, servers, and virtual machines.

This tab appears on the navigation panel, under Infrastructure.

Figure 17. Topology tab
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Hyper-V Explorer Summary

This is the first tab that appears open by default when you access the Hyper-V Explorer. It displays high-level
information about the resource utilization and the selected component’s resources, such as its operating system,
physical host, storage capacity, and others. The appearance of this tab depends on the object or group of object
selected. For example, exploring a group of clusters shows a combined CPU consumption chart followed by a list
of clusters, while exploring a virtual machine displays detailed resource consumption for the selected virtual
machine.
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Figure 18. Hyper-V Explorer Summary tab
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The Hyper-V Explorer Summary tab shows a summary of system resources for a selected cluster, server, or

virtual machine.

This tab appears in the Hyper-V Explorer when you select a cluster, server, or virtual machine instance on the

Hyper-V Explorer Topology tab.
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Figure 19. Summary tab
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This tab is made up of the following embedded views:
* Notes
* Resource Utilizations
» Servers
e Summary and Resource Information
e Virtual Environment

e Virtual Machines

Table 3. Notes

Shows additional notes about the selected virtual machine.

Description o o . i )
NOTE: This view only appears when viewing virtual machine details.

Table 4. Resource Utilizations

Description Shows the resource consumption for the selected cluster, server, or virtual machine broken
down into four simple views.

e CPU Load. The current percentage of the selected component’s (cluster, server, or
Data displayed virtual machine) CPU load, used to execute system code and user programs, based
on the total CPU capacity available to that component.

e CPU Utilization, % Used. The percentage of the selected component’s (cluster,
server, or virtual machine) CPU utilization spent on executing system code and user
programs during the selected time period.
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Table 4. Resource Utilizations

Where to go next

* CPU Utilization, Baseline. An envelope indicating the expected CPU utilization
range based on historical data.

NOTE: This metric only appears when exploring server or virtual machine details.
* Disk I/0. The current disk 1/O rate for the selected cluster, server or virtual machine.

* Disk Transfer Rate. The rate at which data was read from or written to the disks
associated with the selected cluster, server, or virtual machine) during the specified
time period.

* Disk Transfer Rate, Baseline. An envelope indicating the expected disk utilization
range based on historical data.

NOTE: This metric only appears when exploring server or virtual machine details.

* Memory, Static Memory. The total amount of static memory available to the
selected cluster, server, or virtual machine.
NOTE: This metric appears only if the DRAM (dynamic random-access memory) is
disabled on the selected cluster, server, or virtual machine.

* Memory Load. The current percentage of the average memory usage by the
selected cluster, server, or virtual machine.

NOTE: This metric appears only if the DRAM (dynamic random-access memory) is enabled
on the selected cluster, server, or virtual machine.

* Memory Utilization, Assigned. The amount of memory that is allocated to the
selected server or cluster) during the specified time period.

NOTE: This metric appears only if the DRAM (dynamic random-access memory) is enabled
on the selected cluster, server, or virtual machine.

¢ Memory Utilization, Demand. The amount of memory that the selected cluster,
server or virtual machine requires during the specified time period.

NOTE: This metric appears only if the DRAM (dynamic random-access memory) is enabled
on the selected cluster, server, or virtual machine.

* Network I/0. The current rate at which the selected component (cluster, server, or
virtual machine) transfers data from and to the network.

* Network Utilization, Baseline. An envelope indicating the expected CPU utilization
range based on historical data.

NOTE: This metric only appears when exploring server or virtual machine details.

* Network Utilization, Transfer Rate. The rate at which the selected component
(cluster, server, or virtual machine) receives or sends data to the network during the
selected time period.

Drill down on:
¢ CPU Load spinner. Displays the CPU Load dialog box.

Figure 20. CPU Load dialog box
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Table 4. Resource Utilizations

e CPU Utilization graph. Displays the CPU Utilization dialog box.

Figure 21. CPU Utilization dialog box
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¢ Disk I/0 spinner. Displays the Disk 1/O dialog box.

Figure 22. Disk 1/0 dialog box
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NOTE: This drilldown is only available when viewing server or cluster details in the Hyper-V
Explorer.

* Disk Utilization graph. Displays the Disk Utilization dialog box.

Figure 23. Disk Utilization dialog box
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Disk Utilization summary For the specified Server,

® Read Rate: Amount of data read per second From all disk by &ll Hosts in this Server,
» ‘Write Rate: Amount of data written per second to all disk by all Hosts in this Server,

NOTE: This drilldown is only available when viewing server or cluster details in the Hyper-V
Explorer.

* Memory Usage spinner. Displays the Memory Usage dialog box.

Figure 24. Memory Usage dialog box
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NOTE: This drilldown is only available when viewing server or cluster details in the Hyper-V
Explorer.
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Table 4. Resource Utilizations

* Memory Utilization graph. Displays the Memory Utilization dialog box.

Figure 25. Memory Utilization dialog box
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NOTE: This drilldown is only available when viewing server or cluster details in the Hyper-V
Explorer.

* Network I/O spinner. Displays the Network I/O dialog box.

Figure 26. Network 1/0 dialog box
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¢ Network Utilization graph. Displays the Network Utilization dialog box.

Figure 27. Network Utilization dialog box
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Table 5. Servers

Lo Shows a list of servers that belong to the selected cluster.
Description . N .
NOTE: This view only appears when viewing cluster details.

e Server, CPU. The current percentage of the server's CPU load, used to execute

Data displayed system code and user programs, based on the total CPU capacity.

¢ Server, Memory. The current percentage of the server's memory usage by the
selected component.

e Server, NICs. The number of network interface cards that the server uses.

e Server, Server Name. The server name.

* Server, Status. The server status, associated with any alarms raised against that
server. If no alarms are fired, the status appears as Normal. Otherwise, the status is
set to the alarm severity (Warning, Critical, or Fatal).

* Server, Version. The operating system version.

* Virtual Machines, Configured. The number of virtual machines that exist on the
server.
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Table 5. Servers

Where to go next

* Virtual Machines, Running. The number of virtual machines that are currently
running on the server.

Drill down on any server entry. The Hyper-V Explorer dashboard appears, showing the
server details on the Hyper-V Explorer Summary tab.

Table 6. Summary and Resource Information

Description Shows physical configuration details for the selected cluster, server or virtual machine.

Data displayed Data appearing when viewing cluster details:

Hypervisor. The name of the hypervisor application, Microsoft Hyper-V.

Memory Capacity. The combined memory capacity of the servers that belong to the
selected cluster.

Network Interfaces. The number of network interface cards used by the servers that
belong to the selected cluster.

Processing Power. The CPU speed available to the selected cluster.

Processor Count. The number of CPUs used by the servers that belong to the
selected cluster.

Servers. The number of servers that belong to the selected cluster.

Virtual Machines Count. The number of virtual machines running in the selected
cluster.

Data appearing when viewing server details:

Cluster. The name of the cluster to which the selected server belongs.

Current Status. The current status of the selected server: Tur ned of f or Runni ng.
Hypervisor. The name of the hypervisor application: Hyper-V.

IP Address. The IP address of the selected server.

Manufacturer. The manufacturer of the physical machine.

Memory Capacity. The memory capacity of the selected server.

Model Number. The model number of the physical machine.

Network Interfaces. The number of network interface cards used by the selected
server.

Processor Count. The number of CPUs used by the selected server.
Processor Type. The processor type of the physical machine.
Uptime. The length of time the selected server is running.

Version. The version of the OS that is running on the selected server.

Virtual Machines Count. The number of virtual machines running on the selected
server.

Data appearing when viewing virtual machine details:

Cluster. The name of the cluster to which the selected virtual machine belongs.

Current Status. The current status of the selected virtual machine: Tur ned of f or
Runni ng.

Guest OS. The name of the operating system used by the selected virtual machine.
Host Name. The host name of the selected virtual machine.

Hypervisor. The name of the hypervisor application: Hyper-V.

IP Address. The IP address of the selected virtual machine.

Memory Capacity. The memory capacity of the selected virtual machine.

Network Interfaces. The number of network interface cards used by the selected
virtual machine.
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Table 6. Summary and Resource Information

* Processor Count. The number of CPUs used by the selected virtual machine.
e Storage Capacity. The storage capacity of the selected virtual machine.
* Uptime. The length of time the selected virtual machine is running.

Table 7. Virtual Environment

The Hyper-V Explorer’s Virtual Environment view displays a high-level overview of your
virtual environment. The view has a tile for each object type: Clusters, Servers, and Virtual

Description Machines. Each tile shows how many of the corresponding object instances there are in
your virtual infrastructure, as well as the count of objects of that type in each of the alarm
states (Normal, Warning, Critical, Fatal).

Data displayed * Alarm counts. The total counts of alarms associated with the clusters, servers, or
virtual machines, broken down by alarm types (Normal, Warning, Critical, Fatal).

¢ Cluster count. The number of clusters in your virtual environment.

* Server count. The number of physical servers in your virtual environment.

¢ Virtual Machine count. The number of virtual machines in your environment.
Where to go next Drill down on:

e Clusters. Displays the Clusters dwell, showing the names and states of all clusters
in your environment.

Figure 28. Clusters dwell
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e Servers. Displays the Servers dwell, showing the names and states of all servers in
your environment.

Figure 29. Clusters dwell
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* Virtual Machines. Displays the Virtual Machines dwell, showing the names and
states of all virtual machines in your environment.

Figure 30. Virtual Machines dwell
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Table 8. Virtual Machines

D ioti Shows a list of virtual machines associated with the selected cluster or server.
escription
P NOTE: This view only appears when viewing cluster or server details.

Data displayed e Name. The virtual machine name.
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Table 8. Virtual Machines

» Status. The status of the virtual machine, associated with any alarms raised against
that virtual machine. If no alarms are fired, the status appears as Normal. Otherwise,
the status is set to the alarm severity (Warning, Critical, or Fatal).

Where to do next Drill down on any virtual machine entry. The Hyper-V Explorer dashboard appears, showing
9 the virtual machine details on the Hyper-V Explorer Summary tab.

Hyper-V Explorer Summary (All Clusters) tab

The Hyper-V Explorer Summary (All Clusters) tab shows a summary of system resources for all available
clusters.

This tab appears in the Hyper-V Explorer when you select the Clusters node on the Hyper-V Explorer Topology
tab.

Figure 31. Hyper-V Explorer Summary (All Clusters) tab
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This tab is made up of the following embedded views:
* Clusters at Hyper-V Model
e Combined CPU Consumption

e Virtual Environment

Table 9. Clusters at Hyper-V Model

Description This tabular view lists the clusters that exist in your environment.
Data displayed e CPU Used. The current amount of the CPU speed used by the servers in the cluster.
¢ Key. The color used in the Combined CPU Consumption chart to represent the
cluster.

* Memory. The current percentage of memory used by all servers in the cluster.

¢ Name. Cluster name.
e Servers. The number of servers in the cluster.

Hyper-V Monitoring in Foglight Evolve Cloud 5.8.0 User and Reference Guide 40
Performance investigation with the Hyper-V Explorer



Table 9. Clusters at Hyper-V Model

* Status. The status of the cluster, associated with any alarms raised against that
cluster. If no alarms are fired, the status appears as Normal. Otherwise, the status is
set to the highest alarm severity (Warning, Critical, or Fatal).

Drill down on any server entry. The Hyper-V Environment dashboard appears, showing the

Where to go next server details on the Hyper-V Explorer Summary tab.

Combined CPU Consumption

Description Shows the combined percentage of the CPU usage for all clusters in the system.
¢ Combined CPU Consumption, %. The combined percentage of the CPU utilization
Data displayed used by all servers in all clusters to execute system code and user programs during

the selected time period.

Where to go next Drill down on:
¢ Combined CPU Consumption %. Displays the Combined CPU Consumption
dialog box.

Figure 32. Combined CPU Consumption dialog box
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Virtual Environment

Displays a high-level overview of your virtual environment. The view has a tile for each type

of object in your virtual infrastructure: Clusters, Servers, and Virtual Machines. Each tile
Description shows how many of the corresponding object instances there are in your virtual

infrastructure, as well as the count of objects of that type in each of the alarm states

(Normal, Warning, Critical, Fatal).

Data displayed * Alarm counts. The total counts of alarms associated with the clusters, servers, or
virtual machines, broken down by alarm types (Normal, Warning, Critical, Fatal).

e Cluster count. The number of clusters in your virtual environment.
¢ Server count. The number of physical servers in your virtual environment.

¢ Virtual Machine count. The number of virtual machines that are running on the
physical servers that belong to the selected cluster.

Where to go next  Drill down on:
* Clusters. Displays the Clusters dwell, showing the names and states of all clusters
in your environment.

Figure 33. Clusters dwell
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Virtual Environment

e Servers. Displays the Servers dwell, showing the name and state of all servers in
your environment.

Figure 34. Servers dwell
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¢ Virtual Machines. Displays the Virtual Machines dwell, showing the names and
states of all virtual machines that are running on the physical servers that belong to
the selected cluster.

Figure 35. Virtual Machines dwell
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Hyper-V Explorer Summary (All Servers) tab

The Hyper-V Explorer Summary (All Servers) tab shows a summary of system resources for all physical servers
that currently exist in your integrated infrastructure.

This tab appears in the Hyper-V Explorer when you select the Servers node on the Hyper-V Explorer Topology
tab.

Figure 36. Hyper-V Explorer Summary (All Servers) tab
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e Combined CPU Consumption
e Servers at Hyper-V Model
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e Virtual Environment

Table 10. Combined CPU Consumption

Description Shows the combined percentage of the CPU usage for all servers in the system.
¢ Combined CPU Consumption %. The combined percentage of the CPU utilization
Data displayed used by all servers to execute system code and user programs during the selected
time period.

Where to go next Drill down on:

¢ Combined CPU Consumption %. Displays the Combined CPU Consumption
dialog box.

Figure 37. Combined CPU Consumption dialog box
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This chart shows the CPU Utilization summary For all Servers,

Table 11. Servers at Hyper-V Model

Description This tabular view lists all servers that exist in your environment.
Data displayed e Server, CPU. The current amount of the CPU speed that is used by the server.

¢ Server, Key. The color used in the Combined CPU Consumption chart to represent
the server.

e Server, Memory. The current percentage of memory that is used by the server.
¢ Server, NICs. The number of network interface cards used by the server.
¢ Server, Server Name. Server name.

* Server, Status. The server status, associated with any alarms raised against it. If no
alarms are fired, the status appears as Normal. Otherwise, the status is set to the
highest alarm severity (Warning, Critical, or Fatal).

e Server, Version. The version number of the Windows OS running on the server.

¢ Virtual Machines, Configured. The number of virtual machines that exist on the
server.

* Virtual Machines, Running. The number of virtual machines that are running on
the server.

Drill down on any server entry. The Hyper-V Environment dashboard appears, showing the

Where to go next server details on the Hyper-V Explorer Summary tab.
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Table 12. Virtual Environment

The Hyper-V Explorer’s Virtual Environment view displays a high-level overview of your
virtual environment. The view has a tile for each type of object in your virtual infrastructure:

Description Clusters, Servers, and Virtual Machines. Each tile shows how many of the corresponding
object instances there are in your virtual infrastructure, as well as the count of objects of
that type in each of the alarm states (Normal, Warning, Critical, Fatal).

Data displayed * Alarm counts. The total counts of alarms associated with the clusters, servers, or
virtual machines, broken down by alarm types (Normal, Warning, Critical, Fatal).

¢ Cluster count. The number of physical servers in your virtual environment.

e Server count. The number of physical servers in your virtual environment.

¢ Virtual Machine count. The number of virtual machines in your environment.
Where to go next  Drill down on:

¢ Clusters. Displays the Clusters dwell, showing the names and states of all clusters
in your environment.

Figure 38. Clusters dwell
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e Servers. Displays the Servers dwell, showing the name and state of all servers in
your environment.

Figure 39. Servers dwell
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* Virtual Machines. Displays the Virtual Machines dwell, showing the names and
states of all virtual machines in your environment.

Figure 40. Virtual Machines dwell
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Hyper-V Explorer Summary (All Virtual
Machines) tab

The Hyper-V Explorer Summary (All Virtual Machines) tab shows a summary of system resources for all virtual
machines that currently exist in your integrated infrastructure.

This tab appears in the Hyper-V Explorer when you select the Virtual Machines node on the Hyper-V Explorer
Topology tab.
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Figure 41. Hyper-V Explorer Summary (All Virtual Machines) tab
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This tab is made up of the following embedded views:
* Virtual Environment

e Virtual Machines at Hyper-V Model

Table 13. Virtual Environment

The Hyper-V Explorer’s Virtual Environment view displays a high-level overview of your virtual
environment. The view has a tile for each type of object in your virtual infrastructure: Clusters,

Description Servers, and Virtual Machines. Each tile shows how many of the corresponding object
instances there are in your virtual infrastructure, as well as the count of objects of that type in
each of the alarm states (Normal, Warning, Critical, Fatal).

Data displayed ¢« Alarm counts. The total counts of alarms associated with the clusters, servers, or
virtual machines, broken down by alarm types (Normal, Warning, Critical, Fatal).

¢ Cluster count. The number of physical servers in your virtual environment.
e Server count. The number of physical servers in your virtual environment.
¢ Virtual Machine count. The number of virtual machines in your environment.

Where to go Drill down on:
next

¢ Clusters. Displays the Clusters dwell, showing the name and state of all clusters in
your environment.

Figure 42. Clusters dwell
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Table 13. Virtual Environment

* Servers. Displays the Servers dwell, showing the name and state of all servers in your
environment.

Figure 43. Servers dwell
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* Virtual Machines. Displays the Virtual Machines dwell, showing the names and states
of all virtual machines in your environment.

Figure 44. Virtual Machines dwell
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Table 14. Virtual Machines at Hyper-V Model

Description This tabular view lists all virtual machines that exist in your environment.
Data displayed ¢ Server, Name. The name of the server on which the virtual machine is running.

¢ Server, Status. The status of the server on which the virtual machine is running,
associated with any alarms raised against it. If no alarms are fired, the status
appears as Normal. Otherwise, the status is set to the highest alarm severity
(Warning, Critical, or Fatal).

¢ Virtual Machine, CPU Utilization. The percentage of the virtual machine’s CPU
utilization spent on executing system code and user programs.

¢ Virtual Machine, Name. The virtual machine name.

¢ Virtual Machine, Status. The virtual machine status, associated with any alarms
raised against it. If no alarms are fired, the status appears as Normal. Otherwise, the
status is set to the highest alarm severity (Warning, Critical, or Fatal).

* Virtual Machine, Total Memory. The total amount of memory allocated to the virtual
machine.

Drill down on any virtual machine entry. The Hyper-V Environment dashboard appears,

Where to go next showing the server details on the Hyper-V Explorer Summary tab.

Hyper-V Explorer Storage

This tab only appears when you are exploring individual servers. It displays an organized view of physical drive
and logical disk activity. It identifies the physical drives with the highest disk activity, and the logical drives with the
lowest capacity. Use this information to fine-tune your configuration, achieve optimal results, and avoid
bottlenecks. In addition, this tab lists all physical drives for the selected server, their read and write rates, along
with the logical drives, the space used on each drive, data growth patterns, and related estimates.

The appearance of this tab depends on the object or group of object selected. For example, exploring a cluster
shows data transfer rates for each disk volume connected to the selected cluster, among other metrics, while
exploring a virtual machine reveals the current utilization of disk resources for that virtual machine.
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Figure 45. Storage tab
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Hyper-V Explorer Storage tab (clusters)

The Hyper-V Explorer Storage tab displays combination of embedded views displaying disk volumes associated
with the selected cluster. It identifies the virtual machines that spend the highest amounts of disk resources. Use
this tab to find out more about the overall consumption of disk resources for a given cluster. The information

provided on this tab can help you prevent potential bottlenecks by reallocating disk resources where they are most
needed.

This tab appears in the Hyper-V Explorer when you select a cluster on the Hyper-V Explorer Topology tab.
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Figure 46. Storage tab (clusters)
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This tab is made up of the following embedded views:

¢ Volumes I/O Balance

¢ Volumes Connected To Cluster

¢ Volumes Performance: Volume

Table 15. Volumes 1/O Balance

Description

Shows the data transfer rates for each disk volume connected to the selected cluster.

Table 16. Volumes Connected To Cluster

Description

Data displayed

Lists the disk volumes connected to the selected cluster and shows performance metrics
associated with each volume.

Allocated. The amount of space allocated to the selected cluster.
Available Space. The amount of space available on the disk volume.
Capacity. The percentage of the disk space that is currently in use.
1/0. The disk volume's current data transfer rate.

Latency. The current latency of the disk volume.

Name. The name of the disk volume. The indicator on the left shows the disk volume’s
alarm state: Normal, Warning, Critical, or Fatal.

Time to Full. The estimated amount of time until which the disk volume will become
full.

Total Space. The total amount of disk space.

Weekly Growth Rate. The average amount of space by which the amount of data
stored on the disk volume grows every week.
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Table 17. Volumes Performance: Volume

Description

Data displayed

Shows the amount I/O resources used by the virtual machines associated with the disk volume
selected in the Volumes Connected To Cluster view.

1/0 Distribution. A pie chart indicating how much the individual virtual machines using
the selected disk volume contribute to the use of I/O resources.

* VM Offenders, Allocated. The amount of disk space allocated to the virtual machine.

¢ VM Offenders, Hyper-V Server. The name of the Hyper-V server on which the virtual
machine is running.

* VM Offenders, I/0. The data transfer rate utilized by the virtual machine.

¢ VM Offenders, In Use. The amount of disk space the virtual machine currently uses.

¢ VM Offenders, Name. The name of the virtual machine.

Hyper-V Explorer Storage tab (Hyper-V servers)

The Hyper-V Explorer Storage tab displays combination of embedded views displaying disk volumes associated
with the selected Hyper-V server. It identifies the virtual machines that spend the highest amounts of disk
resources. Use this tab to find out more about the overall consumption of disk resources for a given Hyper-V
server. The information provided on this tab can help you prevent potential bottlenecks by reallocating disk
resources where they are most needed.

This tab appears in the Hyper-V Explorer when you select a Hyper-V server on the Hyper-V Explorer Topology tab.

Figure 47. Storage tab (Hyper-V servers)
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This tab is made up of the following embedded views:

* Volumes Connected To Hyper-V Server

¢ Volumes Performance: Volume

* Volumes Capacity: Volume
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Table 18. Volumes Connected To Hyper-V Server

Lists the disk volumes connected to the selected Hyper-V server and shows performance

Description

Data displayed .

metrics associated with each volume.

Available Space. The amount of space available on the disk volume.
Disk Type. Indicates the disk type, for example, Local.

My 1/O. The data transfer rate utilized on the disk volume by the selected Hyper-V
server.

My Latency. The current latency of requests initiated by the Hyper-V server on the disk
volume.

Name. The name of the disk volume. The indicator on the left shows the disk volume’s
alarm state: Normal, Warning, Critical, or Fatal.

Time to Full. The estimated amount of time until which the disk volume will become
full.

Total I/0. The data transfer rate utilized on the disk volume.
Total Space. The total amount of disk space.

Weekly Growth Rate. The average amount of space by which the amount of data
stored on the disk volume grows every week.

Table 19. Volumes Performance: Volume

Shows the amount I/O resources used by the virtual machines associated with the disk volume

Description

Data displayed

selected in the Volumes Connected To Hyper-V Server view.

VM Offenders, Hyper-V Server. The name of the Hyper-V server on which the virtual
machine is running.

VM Offenders, I1/0. The data transfer rate utilized by the virtual machine.

VM Offenders, Name. The name of the virtual machine.

Table 20. Volumes Capacity: Volume

Shows the amount I/O resources used by the virtual machines associated with the selected

Description

Data displayed .

disk volume.

Disk volume, In Use. The percentage of disk space in use.
Most Available, Available Space. The amount of space available on the disk volume.
Most Available, Name. The disk volume.

VMs On disk volume, Allocated. The amount of memory allocated to the virtual
machine.

VMs On disk volume, In Use. The amount of memory used by the virtual machine.

VMs On disk volume, Name. The name of the virtual machine associated with the disk
volume.

Hyper-V Explorer Storage tab (virtual

machines)

The Hyper-V Explorer Storage tab displays combination of embedded views displaying disk volumes associated
with a selected virtual machine. It identifies the virtual machines that spend the highest amounts of disk resources.
Use this tab to find out more about the overall consumption of disk resources for a given virtual machine. The
information provided on this tab can help you prevent potential bottlenecks by reallocating disk resources where

they are most needed.
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This tab appears in the Hyper-V Explorer when you select a virtual machine on the Hyper-V Explorer Topology tab.

Figure 48. Storage tab (virtual machines)
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This tab is made up of the following embedded views:

e Cluster Shared Volume Connected To Virtual Machine

* Volume Capacity Banner Layout

* Virtual Machine Disk Capacity: Virtual Machine

Table 21. Cluster Shared Volume Connected To Virtual Machine

Description

Data displayed

Lists the disk volumes associated with the selected virtual machine and shows performance
metrics associated with each disk volumes.

Available Space. The amount of space available on the disk volume.
1/0. The data transfer rate of the disk volume.

Latency. The disk volume latency.

Name. The disk volume.

Disk Volume, Avg/Peak Latency. The average and peak latency rates for the selected
disk.

Hyper-V Server, Avg/Peak Latency. The average and peak latency rates for the
Hyper-V server associated with the selected virtual machine.

Table 22. Volume Capacity Banner Layout

Description

Data displayed

Contains information about the current utilization of disk resources for the selected virtual
machine.

Virtual Machine, Current Utilization, Allocated. The amount and percentage of disk
space allocated to the virtual machine.

Virtual Machine, Current Utilization, In Use. The amount and percentage of disk
space the virtual machine uses.

Virtual Machine, In Use. The percentage of disk space in use by the virtual machine.
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Table 22. Volume Capacity Banner Layout

Volume, Current Utilization, Allocated. The amount and percentage of disk space
that is allocated for use.

Volume, Current Utilization, Available Space. The disk space available for allocation.
Volume, Current Utilization, Capacity. The total amount of disk space.

Volume, Current Utilization, In Use. The amount and percentage of disk space that is
currently in use.

Volume, In Use. The percentage of disk space that is currently in use.

Table 23. Virtual Machine Disk Capacity: Virtual Machine

Description

Data displayed

Lists the disks associated with the selected virtual machine and shows their performance
metrics.

Available Space. The space currently available on the disk.

Capacity. The disk capacity.

In Use. The amount of space used on the disk.

Disk. The name of the disk.

Time To Full. The estimated time after which the disk will be full.

Total Space. The total space allocated to the disk.

Weekly Growth Rate. The estimated growth pattern of the used disk space.
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About Us

We are more than just a name

We are on a quest to make your information technology work harder for you. That is why we build community-
driven software solutions that help you spend less time on IT administration and more time on business innovation.
We help you modernize your data center, get you to the cloud quicker and provide the expertise, security and
accessibility you need to grow your data-driven business. Combined with Quest’s invitation to the global
community to be a part of its innovation, and our firm commitment to ensuring customer satisfaction, we continue
to deliver solutions that have a real impact on our customers today and leave a legacy we are proud of. We are
challenging the status quo by transforming into a new software company. And as your partner, we work tirelessly to
make sure your information technology is designed for you and by you. This is our mission, and we are in this
together. Welcome to a new Quest. You are invited to Join the Innovation™.

Our brand, our vision. Together.

Our logo reflects our story: innovation, community and support. An important part of this story begins with the letter
Q. It is a perfect circle, representing our commitment to technological precision and strength. The space in the Q
itself symbolizes our need to add the missing piece—you—to the community, to the new Quest.

Contacting Quest

For sales or other inquiries, visit https://www.quest.com/company/contact-us.aspx or call +1-949-754-8000.

Technical support resources

Technical support is available to Quest customers with a valid maintenance contract and customers who have trial
versions. You can access the Quest Support Portal at https://support.quest.com.

The Support Portal provides self-help tools you can use to solve problems quickly and independently, 24 hours a
day, 365 days a year. The Support Portal enables you to:

» Submit and manage a Service Request.

* View Knowledge Base articles.

* Sign up for product notifications.

* Download software and technical documentation.
* View how-to-videos.

* Engage in community discussions.

* Chat with support engineers online.

* View services to assist you with your product.
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