Quest’

Setting up the DR Series System with vRanger

Technical White Paper

Quest Engineering
November 2017



© 2017 Quest Software Inc.

ALL RIGHTS RESERVED.

THIS WHITE PAPER IS FOR INFORMATIONAL PURPOSES ONLY, AND MAY CONTAIN TYPOGRAPHICAL ERRORS AND
TECHNICAL INACCURACIES. THE CONTENT IS PROVIDED AS IS, WITHOUT EXPRESS OR IMPLIED WARRANTIES
OFANY KIND

This guide contains proprietary information protected by copyright. The software described in this guide is furnished under a
software license or nondisclosure agreement. This software may be used or copied only in accordance with the terms of the
applicable agreement. No part of this guide may be reproduced or transmitted in any form or by any means, electronic or
mechanical, including photocopying and recording for any purpose other than the purchaser’ s personal use without the
written permission of Quest Software Inc.

The information in this document is provided in connection with Quest Software products. No license, express or implied, by
estoppel or otherwise, to any intellectual property right is granted by this document or in connection with the sale of Quest
Software products. EXCEPT AS SET FORTH IN THE TERMS AND CONDITIONS AS SPECIFIED IN THE LICENSE
AGREEMENT FOR THIS PRODUCT, QUEST SOFTWARE ASSUMES NO LIABILITY WHATSOEVER AND DISCLAIMS ANY
EXPRESS, IMPLIED OR STATUTORY WARRANTY RELATING TO ITS PRODUCTS INCLUDING, BUT NOT LIMITED TO,
THE IMPLIED WARRANTY OF MERCHANTABILITY, FITNESS FOR A PARTICULAR PURPOSE, OR NON-INFRINGEMENT.
IN NO EVENT SHALL QUEST SOFTWARE BE LIABLE FOR ANY DIRECT, INDIRECT, CONSEQUENTIAL, PUNITIVE,
SPECIAL OR INCIDENTAL DAMAGES (INCLUDING, WITHOUT LIMITATION, DAMAGES FOR LOSS OF PROFITS,
BUSINESS INTERRUPTION OR LOSS OF INFORMATION) ARISING OUT OF THE USE OR INABILITY TO USE THIS
DOCUMENT, EVEN IF QUEST SOFTWARE HAS BEEN ADVISED OF THE POSSIBILITY OF SUCH DAMAGES. Quest
Software makes no representations or warranties with respect to the accuracy or completeness of the contents of this
document and reserves the right to make changes to specifications and product descriptions at any time without notice. Quest
Software does not make any commitment to update the information contained in this document.

If you have any questions regarding your potential use of this material, contact:
Quest Software Inc.

Attn: LEGAL Dept

4 Polaris Way

Aliso Viejo, CA 92656

Refer to our Web site (https://www.quest.com) for regional and international office information.
Patents

Quest Software is proud of our advanced technology. Patents and pending patents may apply to this product. For the most
current information about applicable patents for this product, please visit our website at https://www.quest.com/legal .

Trademarks

Quest, the Quest logo, and Join the Innovation are trademarks and registered trademarks of Quest Software Inc. For a
complete list of Quest marks, visit https://www.quest.com/legal/trademark-information.aspx. Microsoft®, Windows®, Windows
Server®, Internet Explorer®, MS-DOS®, Windows Vista® and Active Directory® are either trademarks or registered
trademarks of Microsoft Corporation in the United States and/or other countries. Red Hat® and Red Hat® Enterprise Linux®
are registered trademarks of Red Hat, Inc. in the United States and/or other countries. Novell® and SUSE® are registered
trademarks of Novell Inc. in the United States and other countries. Zmanda is a trademark of Zmanda Incorporated in the
USA.All other trademarks and registered trademarks are property of their respective owners.

Legend

i ‘ WARNING: A WARNING icon indicates a potential for property damage, personal injury, or death

A CAUTION icon indicates potential damage to hardware or loss of data if instructions are not followed.

1 IMPORTANT, NOTE, TIP, MOBILE, or VIDEO: An information icon indicates supporting information.

Setting Up the DR Series System with vRanger
Updated — January 8, 2018


https://www.quest.com/
https://www.quest.com/legal
https://www.quest.com/legal/trademark-information.aspx

Contents

Installing and configuring the DR Series System ... e 5
Configuring a CIFS/NFS container for backup ...........cccooiiiiiiiiimimien e 9
Configuring the NFS share for backup..........cueioiiiiiiiii e 11
Configuring an RDA container for Dackup...........cccooermieiiiiciccieee e 13
Creating an RDS CONTAINET .......oooiiiii e 13
ConfigUrNG VRANGET ..........eeeiieii e eserr e e e e e e e e e e e e e e e s e s e nnr e e e e e e e s e s nnneeeeneeean 15
Adding a vCenter or ESX host t0 VRANGET .......coiiiiiiiiiiee e 15
Adding a physical Client t0 VRANGEN ..........coviiiiiiiiiiiiiiiieieieeeeeeeeeeeee ettt eees 16
Adding a CIFS/NFS repository 10 VRANGET .......c.uuiiiiiiiie et 17
Adding a Quest RDA device to VRANGET........coooiiiiiiiii et 18
Enabling change bIOCK tracCking .........oocuuiiiiiiiii e 19
Configuring backup of @ Maching ............oooiiiiiiii e 20
Configuring RDS repository replication...............cccomriiiii e 23
Viewing a history of optimized COPIES .......cooviiiiiiieee e 25
Setting up the DR Series system Cleaner .............ooo i 26

Monitoring deduplication, compression and performance ..............ccccccvvviviiiiiieee, 28



Executive summary

This document provides information about how to set up the DR Series system with vRanger.

For additional information, see the DR Series system documentation and other data management application

best practices whitepapers for your specific DR Series system at:
http://support.quest.com/DR-Series

For more information about vRanger, refer to the vRanger documentation at:

https://support.quest.com/vranger

i NOTE: The DR Series system/ vRanger build version and screenshots used in this document might vary

slightly, depending on the version of the DR Series system/ vRanger software version you are using.


http://support.quest.com/DR-Series
https://support.quest.com/vranger
https://support.quest.com/vranger

Installing and configuring the DR

Series system

Rack and cable the DR Series system, and power it on. In the Quest DR Series System Administrator
Guide, see the following sections for information about using the iDRAC connection and initializing the

appliance.
m  “iDRAC Connection”,
m  “Logging in and Initializing the DR Series system”
m  “Accessing IDRAC6/Idrac7 Using RACADM”
Log on to iDRAC using the default credentials (username: root and password: calvin) and either:
m the default address 192.168.0.120,

m orthe IP address that is assigned to the iDRAC interface

Launch the virtual console.

FaYor

Swmmary D

System Summary

Heakh wirtual Consale Preview

oo
cocoooo |}

When the virtual console opens, log on to the system (with the username: administrator and password:

StOr@ge! where the “0” in the password is the numeral zero).




Set the user-defined networking preferences.

Log on to the DR Series system administrator console, using the |P address with username administrator
and password StOr@ge! (The “0” in the password is the numeral zero.).

Q) di4300-26 systestocarin. X -

Enter User Defined IP Address

<« C A Notsecure 5H7E//10250235.18

Quest

DR4300

dr4300-26.systest .ocarina.local
name

administrator

‘assword

S10r@ge!
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8 Join the DR Series system to Active Directory.

* NOTE: if you do not want to add the DR Series system to Active Directory, see the DR Series System Owner’s
Manual for guest logon instructions.

a Inthe left navigation area of the DR Series system GUI, click System Configuration and then select
Active Directory.
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b Click Join.
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Containers »
Replications.
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CARNT 10:0836
US/Pacific-New

Setting up the DR Series System with vRanger -

Installing and configuring the DR Series system




Enter valid credentials and click Join.

Quest  Of&p

acminisirator g o
75 Sysbest s oo casiivinfi
Gicoafiew ' Active Directory
Dashboat v
Contsines . % Join
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Domain Name (FOODN) Raquend
Systern Configurtion >
Suppert v Usamanme
09262017 09:46:45 Pasmayd
UsPacific-New
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Configuring a CIFS/NFS container for
backup

Follow these steps to configure CIFS and/or NFS containers for backup.

1 Inthe DR Series system GUI, click Containers in the left navigation area, and on the Action Menu in the

top right of the page, click Add Container.

= administrator ] H
Quest  Zoiw erp————" AR LN
Gichatiiow Demo/Containers @))
Dashbosd » o Log Out
Concainer Marker Type & Access Promcol & Connection St & Ruplicason & Actions
achp A F3.08; i v ) i Configan
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Enter a Container Name, select NAS (NFS/CIFS) for Access Protocol, and click Next.
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cmmoo | nea> [ BRGC

Connestion Status Raplication & Actions
i 8,CFS Mewilabin, fabatia

— (o [ ] = |
1 Reia Ao,




3 Select the CIFS or NFS check box as needed, and click Next. (vRanger supports both the CIFS and NFS

protocols.)

4+ Add Container

Access Protocols & NFS & CIFS

Marker Type | CommVault - ‘

[ Cprovous | ou> | s ST

4 For NFS, specify the client access credentials and click Next.

<+ Add Container

NFS Options @® Read Write Access O Read Only Access
Map Root To Root -
Client Access @® Open (allow all clients) O Create Client Access List

Client FQDN or IP Address

Allow Clients

N
€ Previous ‘ Next » ' [ Finish. % Cancel

5 For CIFS, specify the client access credentials and click Next.

+ Add Container

CIFS Client Access @ Open (allow all clients) O Create Client Access List

Client FQDN or IP Address | Fann or 1P Address ‘

! - ﬂ

Allow Clients

£ Previous ‘ Next ¥ ' B Finish % Cancel
T il

NOTE: For improved security, Quest recommends adding IP addresses for the following (Not all environments
will have all components):

- Backup console (vRanger Server)

- ESXi hosts (as vRanger backups up these VMs)

- Backup proxies (for vSphere environments)
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6 Click Save to create the container.

4+ Add Container

Storage Access Protocol

Access Protocol NAS (NFS, CIFS)
Container Name sample
Configure NAS Access & Marker

NAS Access Protocol NFS, CIFS
Marker Type CommVault

Configure NFS Client Access

NFS Options Read Write Access
Map Root To Root
Client Access Open (allow all clients)

Configure CIFS Client Access

Client Access Open (allow all clients)

e
€ Previous | [B Save ' % Cancel
S

7 Confirm that the container has been added.

stest.ocarina local

» o Success: Successfully added container "SampleCIFSNFS". Container is being established. Information updates may be briefly delayed until the process is fully completed

» All Containers

Storage Group % Container * Marker Type = Access Protocol 3 Connection Status Replication % Action:

Configuring the NFS share for backup

For NFS backup using vRanger, a target folder must be created in the NFS share directory, which is a sub-
directory of the NFS Export directory. This location is where save points are written.

i | NOTE: This configuration is not required for adding a CIFS share.



Follow these steps to configure an NFS share for backup in vRanger.
1 Mount the NFS share onto any of the NFS clients available in the environment.

2 Create a directory using ‘mkdir’ inside the mounted directory as shown below.

mount -t nfs 10




Configuring an RDA container for

backup

Creating an RDS container

1 Inthe DR Series system GUI, click Containers in the left navigation area, and, on the Action Menu in the
top right of the page, click Add Container.
DR6300 ini .
OUESt dr6300-46 systest.ocarina.local M%M i
GlobalView » Defau“GrOup/COntalners 3 Add Container
Dashboard 3 ® Log OO
+ Add Container
Replications »
System Configuration » Access Protocol @  Quest Rapid Data Storage (RDS) -
Support b Container Name @ RDS_Sample
11/30/2017 12:22:35 < Previous TN = cancel
US/Pacific-New
2

Select Quest Rapid Data Storage (RDS) as the Access Protocol, enter a container name, and click Next.

O uest DR6300

dr6300-46.systest.ocarina.local

RSy *  DefaultGroup/Containers

Dashboard ]

Containers » + Add Container

Replications »

System Configuration N Access Protocol @  Quest Rapid Data Storage (RDS) -
Support »

Container Name @ | rps sample

11/30/2017 12:24:54 € Previou: @ B Fini x Cancel
US/Pacific-New




3 Verify LSU capacity is set to Unlimited, which is the default, and click Next.

Ouest DR6300

dr6300-46.systest.ocarina.local

e *  DefaultGroup/Containers
Dashboard »

Containers » + Add Container

Replications »

LSU Capacity @ Unlimited
System Configuration praciy nlimite

»
€ Previous || Nextd» B Finish % Cancel
Support d o —

AAIDAIANAT 40.0G.09

4 Click Save to create the RDS container.

QUE‘St DR6300

dr6300-46.systest.ocarina.local

GlobalView 3 DefaultGrOup/Containers

Dashboard »

Containers , *+ Add Container

R . Storage Access Protocol

System Configuration Access Protocol Quest Rapid Data Storage (RDS)
Support . Container Name RDS_Sample

1113012017 12:27:51 “onfigure L5t

US/Pacific-New LSU Capacity Unlimited

IR e ) e

5 Confirm that the container was added in the list of containers.

DR6300 administrator H
Quest dri300-48 systest.ocarina local systest.ocarina.local Ho i
GlobalView » 5 sfully ad iner "RS Sampla’". Container is baing establishad. Information Updates may ba briafiy dalayad uniil the pr
Dashboard »  DefaultGroup/Containers
Containers »
Container = Marker Type & Access Protocol & Connection Status 3 Replication 2 Actions
Replications »

NVDB None Quest RDS Available NiA 1]
System Configuration » - m -
Support » rda None Quest RDS Availabla NiA

TAPOROAT 12:41:58 @ QuestRDS Avallable NA (& ] = |

US/Pacific-New VL Auto WTL NDMP Available Not Configured ﬂ

4 ltem(s) found.
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Configuring vRanger

Adding a vCenter or ESX host to vRanger

Follow these steps to add a vCenter or ESX host to vRanger.

1 Inthe vRanger Backup and Replication Console, go to My Inventory.

2 On the VMware tab, click the Add icon and add either a vCenter or ESX host.

{® vRanger Backup & Replication

File Tools Help
) Add - ( Remove (g Edt (5 Run &y Falover (B TestFalover

My Inventory
| Type | Mame Schedule

Hyper'VI Physical | viCloud |
i) | =] | %X
ari

B wirtual Center test,ocarina local




3 Provide the IP/Hostname and credentials, and then click Connect.

Adding ESX host (Using the root username):

File Tools Help

@ Add ~ @ Remove @ Edit @ Run & Failover () TestFailover (@ Enable

[
Viware |Hyper-v | Physical | vCloud e fame

Schedule Nex|
rEry d-®ela
Bl virtualCenter  fina.locali
ESX Host =
i Host Credentials
m Backup Group
Please provide credentials forthe following connection.
DNS Name or [P [10250241.154
Username lrou
User Password ‘
Add user if user does not exist
Root Password "“""‘I
Port Number \ 2|
Adding Virtual Center:
=] vRanger Backup & Replication =[] x
File Toals Help
@ Add - @ Remove (@ Edit @ Run G Failover @ TestFailover (G Enable
[ Warking Inventar;
Winare | ryper-y | Fhusioal Type  Mame Schedule Mext Run

B-ALR

FEEEIR

[ 10.250.240.226

VirtualCenter Credentials

DNS Name ar [P
Usemame

User Passivord

10.250.233.214

admiristrator@vsphere local

Port Mumber 443

Backup Groups

2w My Inventory

(&) My Jobs

=2 My Repositaries

[I'] My Reports

Adding a physical client to vRanger

1 Navigate to My Inventory and, on the Physical tab, select the Add button and click Physical Machine.

2 Enter the DNS name or IP address, username, and password.

Setting up the DR Series System with vRanger -
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3 Make sure that the Install agent on machine checkbox is selected. By default, the physical client is

installed on the physical machine at ‘c:\programs Files\Quest Software\'.

(5] vRanger Backup & Replication = =] =
File Tools Help

@ Add - @ Remove (@ Edit (3 Run g Failover () TestFailover (§ Enable

Working Invenitar

wara | Hyper-v | Physicd Type  Name Schedule Next Fun
Physical Machine Credentials
NS Name or IP 10.250.233. 218
Username administrator
User Passward ===
[¥] Install agert on machine
Agent Location
Agent Port Number 51000
Backup Groups v
o My Inventory
() My Jobs
5 My Repositories
[ My Reports

m

Adding a CIFS/NFS repository to vRanger

1 To add a CIFS share, navigate to My Repaositories, click the Add button, select Windows Share (CIFS),
enter the required details, and click OK. (While creating a repository (CIFS/NFS), for better savings, do
not enable encryption.)

File Tools Help

ﬁ Catalog Search ﬁ FLR from Manifest ;;I File Level Restore & Restore ’a Restore from Manifest ~

My Repositories

Windows Network Share Repository Details

8 Windows Share (CIFS)
!“ NFS Provide Windows Network Share details forthe repository.

wm  NetVault SmartDisk (NVSD)
¢l EMC Data Domain Boost (DDB)

Repository Name | CIFSSample

o5 ) Description Folder for CIFS share
®ms  Quest Rapid Data Access (RDA! Uses Neans T —
Password e
Security Protocol m v
Server \\p or FQDN of DR\CIFSSamplel || Browse |
Free Space \

[[] Encrypt all backups to this repository
Password Password for the repository

Confirm Confirm the Password

i My Inventory
(2) My Jobs

2 My Repositories
[} My Reports

Setting up the DR Series System with vRanger - 17

Configuring vRanger



2 To add an NFS share, navigate to My Repositories, click the Add button, select NFS, enter the required
details, and click OK.

File Tools Help

B cotslogSearch () FLRfrom Manifest (8 File Level Restore ) Restore [ Restore from Manifest = () Remove

My Repositories L e WorkingRepository |
FY L) | laifEae=e

S8 | Maching Hame .

= . ORS0 Add b | g Windows Share (CIFS)
4 DRE00O-30-vR-

M DRADOO0-30-RDS1-5GA
M8 DR&000-30-RDS2 (Qu
= H05_Repository (Qu

W NetVault SmanDisk (NVSD)
M EMC Dato Domain Boost (DDB)
B Cuest Rapid Data Access (RDA) oty Nedia

SampleNFS
= (3 Machine: ow Description Falder for NFS Share |
® (31 Machine: WinZ ONSNemeor P | (o or FGDN of DR o

@ (31 Machine: Wing Lo =
& @ Machinei Wind Export D-nmw | containers/SamplehF S
& B Machine: Wins Target Directory | jocal mount pord

(] Encrypt ol backups o this

Password Paas oy
| Confirm | Corfn &
| SEEE—CE— |
| HyJobs |
| My Reposiories ]

NOTE: Export Directory is the folder path to the NFS mount--It should not include the IP/hostname of DR series
i system. Target Directory refers to the target directory name that was created under the share directory
[Mentioned previously in chapter 2 ].

Adding a Quest RDA device to vRanger

1 Inthe vRanger Backup & Replication console, navigate to the My Repositories page, right-click vRanger
Repositories and click Add > Quest Rapid Access (RDA).

File Tools Help

i CotslogSesrch (@ FLRfrom Manifest 5 File Level Restore G Restore ) Restore from Manifest ~ (f§ Remove

My Repositories [
CEE

BB

Machine Hame

E- ] s

® mm DRSO
" DR&QFT-TRD
B8 DRSDO0-30-RDSZ (Qu

B Windows Share (CFS) " Quest Rapid Data Access Repository Details
N

- NES =

R Netvault SmartDisk (NVSD) an3%

BB EMCDataDomsin Bocst (008) 740

- . nts itory Name | RDS_Repcsitory
EMWMMNM Mn1s Daccsi -
= chine: cwfiini?
:g:“: i DNSMameor [P | Gr00-46 systestocarina local
% {31 Machine: WinSoak51 RDA Usemame | backup_user
Lopcal Storage Unk | ROS_Samplel
Free Space
Encrypt all backups to this reposiiory
Password P
[ —— | i e
[ ceserrn Encrypbon i not supporied on thes reposiory bype
|_:—.m|nmm
oot (=T
iL' Hy Reports
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2 Enter the hostname or IP address and RDA username and password, enter the container name for the
Logical Storage Unit, and click OK. (The default username is backup_user and the default password is
Stor@ge! (with the number zero).)

On the My Repositories page, you should see the newly added RDA device.

File Tools Help
[@ Cotalog Search | @) FLR from Manifest (43 File |
C

LR -

=1 Ml DR6000-30-RDS1 (Quest Rapid Data Access)
“4. DR&000-30-vR-RDS1

=8l DR6000-30-RDS1-SGA (Quest Rapid Data Ac

! DR6000-30-RD52 (Quest Rapid Data Access)

4 RDS_P.:pomnry (Quest Rapid Data Access)

Enabling change block tracking

Change block tracking is a VMware technology that allows for tracking of changed blocks on virtual disks. This

feature enables quicker, more efficient backups of virtual machines.

1 Navigate to My Inventory, and on the VMware tab, right-click the VM, and select Enable change tracking.

File Tools Help

(B Add ~ (B Remove @ Edit (@ Run G Failover ] Tel

[

Type MNam|

VMware | Hyper-V | Physical | vCloud
A-AAA & BBl

# [ ovf-vc-01.5ystest.ocarina.local
=N 3 g[mo-lullnuzz.ounna.loul

Ivmfs/volumes/58cc2757-9e2cb81a-dffd

) LoneRanger-DEV-diient (2)

@ & pani-wi2-template
5 & PHANIWINZKS-01
B & r3-wzkiz-01

G & SEACAT-SMALL-VM
B & template-th7

i !

Add Host Credentials
Credential Properties

Remove Credentials

Baan

Backup WinZk1é
@ Replicate Win2k16

i

Enable Change mm s 2 |

B ——
ﬂ Configure V55 Tools 2

& View History

‘ Refresh Inventory
¢ My Repositories
|1 MyReports
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Configuring backup of a machine

1 Navigate to My Inventory, right-click the VM or physical machine you want to back up, and click the
Backup option.

File Tools Help
@D Add ~ @ Remove @ Edit @@ Run g Failover |

[l
| e
VMware | Hyper-V | Physical | vCloud

B-AAR FREEEEIES
= @ owf-ve-01.systest.ocarina.local
B [ 4 A720-R3R11U22.0carina.local
vmfs/volumes/58cc2757-9e2chB1a-difd
D & auto-veeam2-prowy
@ & centos7
@ LoneRanger-DEV-dient (2)
& & pani-wi2-template
D & PHANIWINZKB-01
B & wzkiz-0
B & SEACAT-SMALL-VM
D & template-th7

M AddHost Credentials
‘ Credential Properties
ﬂ Remove Credentials
Backup Win2ki6
@ Replicate WinZk16

& Disable Change Tracking >

‘ Configure VS5 Tools s

) View History

# Refresh Inventory
& My Repositories
1| MyReports

2 In the backup wizard, select the disks to backup, select the repository, and click Next.

(] vRanger Backup & Replication 1
File Teels Help
My Inventory
B i orfve-0sptest.ocarinalocal [ ® S, ;
E [ 4k Rr20-RIRIUZLocanna.tocall] ® FEE Hame. | RDS_Repository
(0 /vmfs/volumes/5Bec2?5T-9ed] o —
B T
& autoveeamz-provy . £ e -;ﬁ.uﬂ:::_e:;-:‘g i | Guest Rapic Data Access
& Centos? B = (QuestRapld | | ) ocpion | r6200-25 systest ocarina Jocal 0.RDS_Same
{5 LoneRangerDEV-cient(2) [| , ‘; DRE000-30-ADS1-S6A (Quest R : :
g & pani-wi2-template = 88 DRS000-30-RDS2 (Quest Rapig | DesScription
& PHANIWINZEE-D1 '
B & sawrkizon .
(D & SEACAT-SMALL-VM L e —————— —
& template-th? Free Space | 12456 GB
&
& winZk1s_nbud
Encrypt all backups 1o this repository
Password
Confirm |C the F d
Encryption is not supporied on this repository fype
W
Backup Groups
.5 My Inventory
=) My Jobs
5 My Repositaries o e——
3 My Reports <Back || Net> || Concel |
i
¢ @ 0o
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3 Select the appropriate Transport type according to your setup, and click Next. (If you are unsure, click
Automatic Transport Selection.)

e ‘vRanger Backup & Replication L]
File Tools Help
(@ Add~ (B Remove @ Edit
My Inventory
ontvc-01.systest.ocanina.local o # Aeemate ransnon selaction
s RT20-R3R1IU22.0carinalocal || ® Hard Disk Inclusian Fanger will selact based on th ot
" 2-prowy : T () Custom iranaport selection
g & Centos? » Options vRanger will use these setings io determine which bansport o use
LoneRanger-DEV-ciient (2) - Twhera do you want this job to be run?
G & pani-wi2template il On this vRangar machine
& PHANTWINZKS-01 : o
gl rukIZ01 ok e
) & SEACAT-SMALL-VM ® Summary \nhich transparts should this job attamet?
: Seapists-rnt 7| Advanced (SAN | Hotadd)
& vinZkié_nbus ) LAN
| Use SSL encryption while transierring files over the LAN connection when available
Basad lactions shove snd th of your system, this job will sttempt 1o use the fallowing transparts
wn the order specified:
Machine-based SAN -> Machine- based LAN
) |
Backup Groups
s My Inventory
Ore hasts in this job do not have a vRanger virual apphiance
CLETN. . (8 S e
4 My Repositories
[ MyReports | | <Back || MNea> || Comcel |
J
@ W 0O

4 In the Backup Options screen, select the following options according to the type of machine.

For VMs:

Backup powered on machines only.
B mwlw-ﬂmumduwmﬂhduxw“m and vl skap the
wirtusl maschine f & is not running. 8 not changed

o unring,
50 creating another backup could be redundart
destination for free space.
wRanger Backup & Raph il padom the backy varfyng that space is svalabls o the destnation.
Compress GacKmT

Tyt
wHanger Backup § Repication wil creste a comomessed copy of the source machine
=] Update noles with the lalest backup results

wRanger b | machine rotes n VetuaiCe rcent status.
Ly 1 wih VS5 Exchange or SOL Server. but orly £ VS5 &
i Vhware tocls. =
Enable Active Block Mapping™ (ABM).
[ whanger & Replcation wi the back d Bock Mappng ™ technology on

HTFS cakcs o backup onky blocks that a actvely used by the guest OS5 mmumumm
[V Do not inchude the Windows page filn.
[ Do not include the Windsws hibemation fle

Enable Cataloging.
[ vhanger Backan & g . Catalogng must be enabled in fhe
a ration, O

] mmmtmnn
vRanger Backup & Rapkcation wil enbis Changs

gk Tracking on the source vinual machne.

<Back || MNems |[ Comce |

a Configure the settings as follows:

o Disable ‘Check destination for free space’ as the DR series system supports deduplication
and so overall space occupied is less.

o Enable ABM (Active Block Mapping) for better overall results from both vRanger and the
DR Series system.

o Enable ‘Guest quiescing’ in case of database backups, for example: Exchange Server.
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o Disable ‘compress backed up files’ for better savings.

For Physical Machines:

At BB il creste a compressed copy of the source machine.

vHa opumize the backup time and size by using Active Block Mapping™ technology
on NTFS dlsks tD backup Dnly b\oc)cs that are actively used by the guest OS. Deleted data will not be backed up.
Enable Cataloging.

[T vRanger Bankup& Flepllcatlnnwﬂl catalog the files on disk for this backup. Cataloging mustbe enabledin the
Configuration Options.

r meMicrosoft's Velume Shadow Copy Services (WSS) to put supported
apphc‘aﬂnnﬁ intoa mns\stentsiate during a backup. This ensures that the application and data can be reliably
recovered fromthe backup archive.
i Enable V535 log truncation
i vRanger Backup & Replication will initiate the truncation of any supported application transaction logs upona
uccessful backup using Microsoft's Volume Shadow Copy Services (VSS). Log truncation automatically frees
; space inthe logical log for reuse by the transaction log

« Rark I LYY I Canreal I

b Configure the settings as follows:

o Disable ‘Check destination for free space’ as the DR series system supports deduplication

and so overall space occupied is less.

o Enable ABM (Active Block Mapping) for better overall results from both vRanger and the

DR Series system.
o Enable 'VSS application level quiescing’.

o Disable ‘compress backed up files’ for better savings.

5 Apply the required retention policy, and select the backup type.

Retention Policy Selection

Speafy the retention policy and space saving settingu for this jab.

P 5] The minimum number of savepcints that will be siored,

Space Saving Technology
® None
Perform a full backup each time this job is run
O incremental
Pesform an incremental backup unleas the threshold count has been éxceaded
(@]

Pesform 2 differential backup unless the count threahald of the size threshold has been

6 Schedule the backup and then enter mail server details for sending mail.
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Configuring RDS repository replication

RDA repository replication allows for data to be copied from one DR appliance, optimizing the use of the

network between the two devices. Only unique data is sent to the target appliance in this replication. You first
need to create a replication target container and then configure vRanger for replication.

1 On the replication target DR Series system, click Containers in the left navigation area, and, on the Action
Menu at the top right of the page, click Add Container.

DR6300 administrator
Quest dr300-48 systest ocarina local -
GlobalView » DefauItGroup/Contalners B3 Add Container
Dashboard 3 ® Log Out
Container * Marker Type & Access Protocol ¥ Connection Status & Replication Actions
Replications g NVDE None Quest RDS Available NiA E3
System Configuration » rda None Quest RDS Available NiA
»
Suppert RDS_Sample Nane Quest RDS Available NiA ﬂ
117302017 15:14:32 VL Auto VTL NDMP Availzble Not Gonfigured Ex B
Us/Pacific-New
4 ltemis) found

2 Select the Protocol type as Quest Rapid Data Storage (RDS), enter a Container Name and click Next.

= C A Notsecure https://dr6300-46.systest.ocarina local/#/StorageGroups/DefaultGroup/Containers
OueSt dDrESgig.systest.ncarha.lo:al
GlobalView *  DefaultGroup/Containers
Dashboard »
Eriare , <+ Add Container
Replications »
System Configuration » Access Protocol @  Quest Rapid Data Storage (RDS) -
Support » Container Name @ lRDS_RepIica ] n
11/30/2017 15:15:04 @ * Cancel
US/Pacific-New

3 Complete the container creation steps as described previously in this document.



In the vRanger console, navigate to My Repositories, right-click the source RDA device, click Configure

Replication, enter the DR appliance and target container details, and click OK.

File Tools Help

B Catalog Search (@) FLR from Manifest /) File Level Restore ) Restore g Restore from Manifest = 1§ Remove

My Repositories L Working Repasitory
noa X

[= &8 vRangerRepositories = Configure Managed File Replication
= Ml DR&000-30-RDS1 (Quest Rapid Data Access

4y DRE00O-30-vR-RDS1
=8 DRS000-30-RDS1-5GA (Quest Rapid Data A
=8 DRS000-30-RD52 (Quest Rapid Data Access

Repesitory Name | RDA_Replication
DNS Name or IP dr6300-46 systestccanina local
RDA Usemame backup_user

RDA Password —_—

Logical Storage Unt | RDS_Repiica

Remove Replication Configuration

]
% Edit Replication Configuration
o

View History Free S | 1
Refresh :

] Encrypt all backups fo this repository

Password | Password for the repository j
Confirm | Canfirm the Password
| ) T Encryption is not supported on this repository type.

|
| .ia My Inventory
1O r2ve .

}ﬁ My Repositories

|IP=

Confirm replication is configured by right-clicking the RDA repository and clicking Properties.

Quest Rapid Data Access Repository Details

DNS Name or IP dr6300-46 systest ocarina.local
RDA Username backup_user
Logical Storage Uit | RDS_Sample

32449 GB

dr6300-46 systest ocanna local 0-RDS_

[] Enerypt all backups to this Teposnary =
Password Password for the repository
Confirm Confirm the Password

Encryption is not supported on this repository type.
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Viewing a history of optimized copies

1 Inthe DR Series system GUI, to view a history of optimized VM copies, click Containers in the left

navigation area, and, for a selected container, click the Details button.

DR6300

Quest

dré300-46.systest. ocarina.local

administrator . o

systest.ocarina.local

Slobalyiew * All Containers
Dashboard 3
Storage Group % Container Marker Type & Access Protocol Connection Status ¢ Replication $ Actions
z NVBU-Interop NVBUNDMP Aute VTL NDMP Available Not Configured
Replications »
System Configuration 3 NVBU-Intsrop NYBUONTAPS1 None VTL (No Access) Offlina Not Canfigurad
Support »
DefaultGroup NVDB None Quest RDS Available NIA
1211212017 10:48:21 DefaultGroup rda None Quest RDS Available NiA
US/Pagcific-New
DefaultGroup RDS_Replica None Quest RDS Available A
DefaultGroup RDS_Sample None Quast RDS Available NI&
DefaultGroup wTL Auto VTL NDMP Available Not Configured
7 Itemis) found. Display 10 ¥ elements per page. 5l
2 Expand Duplication to check the Duplication statistics.
QUeSt DRE300 administrator . 0
dr§300-46 systest.ocarina.local systest.ocaninalocal
GlobalView L) Capadity Unlimited Total Images 186
Dashboard »
Duplication v
Containers 3
Inbound Outbound
Replications »
Bytes Copied (logical) 5168 Byles Copiad (logical) abyles
System Configuration » Bytes Transferrad {actual) 13miB Bytes Transforred (actual) abytes
Support i Network Bandwidth Savings 89.97 % Network Bandwidth Savings 0.00 %
Currant Count Of Active Filas 15 Curvant Count Of Activa Filas a
Replication Erors o Replication Errors [

12/12/2017 10:53:52
US/Pacific-New

Active Optimized Copies

File Name ¥

History of Optimized Copies

File Name %

No records

= AWinZk16_4201d728-4ad6-6df6-0676-1beBblcacd 72AWin2k16_20171130_145805_fad61740-7747-4e90-9563-e6ce7c18798b/Win2k16_20171130_145805_F Manifest metadata

=+ MWinzk16_4201d728-4ad6-6dMB-00T6- 1beBblcecd 72Win2k16_20171130_150148_fad61740-T747-490-9563-200eTo18798b/Win2k16_20171130_150148_F_1_Win2k16_vmdk.var

= AWinZk16_4201d728-4ad6-6dfE-0cT6-1be8blcacd 72/Win2k16_20171130_150148_fad61740-7747-4080-9563-a6ce7c18798b/Win2k16_20171130_150148_F.VmConfig metadata

4 MWinZk16 4201d728-4ad6-64f6-0cT6-

T2AWIn2k16 20171130 150148 fad61740-7747-4e00-9563-e60e7c18798b/INZK16 20171130 150148 F Manifest metadata

=+ Win2k16_4201d728-4ad6-6dB-0c76-1be8b0cerd 72/Win2k 16_20171212_103159_ladB1740-7747-4e90-0563-e60e7c18798b/WIN2k16_20171212_103150_F_1_Win2k16_vmdk.var

 AWin2k16_4201d728-4ad6-6df6-0c76-1ba8bOcacd72/Win2k16_20171212_103159_fa461740-7747-4890-0563-a6c87c18798bMIn2k16_20171212_103159_F.VmContig.metadata




Setting up the DR Series system

cleaner

Performing scheduled disk space reclamation operations are recommended as a method for recovering disk

space from system containers in which files were deleted as a result of deduplication.

The system cleaner runs during idle time. If your workflow does not have a sufficient amount of idle time on a
daily basis, then you should consider scheduling the cleaner to force it to run during a scheduled time. If
necessary, you can perform the procedure shown in the following example screenshot to force the cleaner to run.
After all of the backup jobs are set up, the DR Series system cleaner can be scheduled. The DR Series system
cleaner should run at least 40 hours per week when backups are not taking place, and generally after a backup
job has completed. Refer to the DR Series Cleaner Best Practices white paper for guidance on setting up the

cleaner.
1 Inthe DR Series system GUI, click System Configuration > Schedules.

2 On the Action menu, click Add Cleaner Event.

DR6300 administrator .
Quest dr6300-46. systest ocarina local systest ocarina.local Mo ¢
GlobalView +  Schedules Add Cleaner Event
R— s ) Add Replication Event
Cleaner status: Running g Cleaner Schedule Al M Source Replication Schedule Al = M Target Replication Sche € Add Mulliple Replications
Containers »

. B Add Multiple Cleaners
. Sun Mon Tue Wed Thu Fri
Rephications L Run Cleaner Now

System Configuration »
B Log Out
Support »

12012/2017 11:33:06
US/Pacific-New 6:00

3 Define the schedule and click Save.

(¢ New

(i) Only one cleaner event is allowed per day.

Set event from start day: Sunday v at. 01 - : 00 ¥ toendday. Sunday v at:: 00 -

The new cleaner event is displayed on the Schedules page.



Schedules

Clearier stattis: Done M Cleaner Schedule ANl

Sun

0:00

Mon

-

M Source Replication Schedule an + M Target Replication Schedule a1~

Wed

Thu Fri Sat
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Monitoring deduplication, compression

and performance

After backup jobs have run, the DR Series system tracks capacity, storage savings, and throughput in the DR
Series system dashboard. This information is valuable in understanding the benefits of the DR Series system.

i NOTE: Deduplication ratios increase over time. It is not uncommon to see a 2-4x reduction (25-50% total savings) on

the initial backup. As additional full backup jobs are completed, the ratios will increase. Backup jobs with a 12-week
retention will average a 15x ratio, in most cases.

DR43200 dministrate
Quest dr4300-26 3ystest acaning. acal administrator g o §

H
systest.ocarina.local .
GlobalView »  Dashboard
Dashboard »
Capacity Fp  Storage Savings & zoom
Contaners .
f—— 0| —
Replications N Total [16.63 T2) Tl g (B3%)
— Used (11 T4 TB]
System Gonfiguration  » o F_Encrypted (0.03 T2)
Lo
Support > =
00/29/2017 12:00:23
US/Pacific-New
W0 6 20 A#s €20 @5 FMD 4146 1450 nSs 200 1206 HAD MAS M2 N2 M@ K35 0 A5 180
Fri 20 September yiember
Throughput System Usage ==a
&00
2 [ — Ress o mimm Wo | — o 0e%)
W (45105 KBS} [ —"wmemery (ra JM‘\_/—/\_V\’_—\N\H—\’\/\
an
& =
= i 50
200
_ — — _ e
110 "5 11:20 "z 30 1:35 11:40 45 11:50 185 12:00 12:05 11:20 125 130 1135 11:40 1145 1150 11:55 12:00 1205

Fii 28 Seplomber

System Summary

Total Number of Files in All Containers 29571 Active Bytes 78.27 T8

Number of Containers 3 Advanced Data Protection Waiting

Number of Seurce Replicated Cantainars [ Cleaner Status Pending [
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