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Executive Summary

This paper provides information about how to set up the DR Series system as a backup target for IBM Tivoli
Storage Manager (TSM).

For additional information, see the DR Series system documentation and other data management application
best practices whitepapers for your specific DR Series system at:

http://support.quest.com/DR-Series

For more information about Tivoli Storage Manager, refer to the IBM documentation at:

https://www.ibm.com/support/knowledgecenter/en/SSEQVQ_8.1.2/tsm/welcome.html

i NOTE: The DR Series system/TSM build version and screenshots used in this document might vary
slightly, depending on the version of the DR Series system/TSM Software version you are using.


http://support.quest.com/DR-Series
https://www.ibm.com/support/knowledgecenter/en/SSEQVQ_8.1.2/tsm/welcome.html

Installing and configuring the DR

Series system

1 Rack and cable the DR Series system, and power it on. In the Dell DR Series System Administrator
Guide, refer to the sections “iDRAC Connection”, “Logging in and Initializing the DR Series System”, and
“Accessing IDRAC6/Idrac7 Using RACADM” for information about using the iDRAC connection and

initializing the appliance.

2 Logon to iDRAC at the default address, 192.168.0.120, or the IP address that is assigned to the iDRAC

interface, with the user name and password: root/calvin.

3 Launch the virtual console.

@ B hitps j/10.250.224.11 k7T ), 5T2=7c40dacF3b9aabdesk seard
€ ) ® & nipsy; e bt h

INTEGRATED REMOTE
ACCESS CONTROLLER

Properties [l a ash | Sewvice Module | Job Queus

Summary  Details  Systern Inventory

System Summary

Server Health Virtual Consale Preview

V] Batteries > Setings

Fans etk
Power Supplies

Removable Flash Media

[-h-0-0-]

Temperatures

(< < < << <

Voltages

Server Infarmation Quick Launch Tasks
Power State an Power ONJOFF
System Madel Quest DRE300 Power Cycle System (cold boo)

System Revision | System ID LED oNioFF - @

4  After the virtual console is open, log on to the system as the user administrator with the password
Stor@ge! (The “0” in the password is the numeral zero).

File Wiew Macros Tools Power HNextBoot Virtual Media Help

DR6388 releaze 4.8.3826.8

r6388-45 login: administrator




5 Set the user-defined networking preferences.

ould you like to use DHCP (yes/no) 7
n IP address:
subnet mask:
default gateway address:
DNS Suffix (example: abc.com):
rimary DNS server [P address:
ould you like to define a secondary DNS server (yessno) 7

*ase enter secondary DNS server [P address

Set Static IP Address

IP nddress 1 18.258.236.162
Network Mask 1 18.255.255.128
Default Gateway : 18.258.236.1
DNS Suffix ! ocarina.local
Primary DNS Server : 18.258.248.48

Host Hame : dr6388-45

fire the above settings correct (yes/no) 7

7 Log on to the DR Series system administrator console with the Hostname or the IP address you just
provided for the DR Series system with the username: administrator and password: StOr@ge! (The “0” in

the password is the numeral zero.).



€ Of https//10.250.236.162 Enter FQDN of the DR Series System

Quest

DR6300

dr6300-45.0carina.local

Username

‘ administrator

Password

‘ Stor@ge!

© 2017 Quest Software Inc. All Rights Reserved

NOTE if you do not want to add the DR Series system to Active Directory, see the DR Series System Owner's
Manual for guest logon instructions.

8 Join the DR Series system into the Active Directory domain.

a Select System Configuration > Active Directory from the left navigation area of the DR Series
system GUI.

€ OF 8 htips//10.250.236.162/#/ActiveDirectory

DR6300
QueSt dr6300-45.0carina.local

GlobalView 4 I Active Directory

Dashboard » Client Connections
Containers 3 Date And Time
Replications 3 Enclosures

System Configuration I » Licenses

Support »  Networking
Schedules
09/25/2017 23:04:39
US/Pacific-New SSL Certificate

Storage Groups

Users
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b Click the Join link.

€ OFf https//10.250.236.162/#/ActiveDirectory

DR6300
Quest dr6300-45.ocarina.local

GlobalView
Dashboard
Containers
Replications

System Configuration

Support

09/25/2017 23:02:24
US/Pacific-New

Active Directory

o Note: The Active Directory settings have not been configured. Clic « join t configure them.

c Enter valid credentials, and then click the Join button.

€& | O # httpsy//10.250.236.162/#/ActiveDirectory

DR6300
OueSt dr6300-45.ocarina.local

GlobalView
Dashboard
Containers
Replications

System Configuration

Support

»

09/25/2017 23:14:18
US/Pacific-New

Active Directory

% Join

Domain Name (FQDN) |:|

Org Unit
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Creating a container with an NFS or CIFS

connection

1

Create a container by selecting Containers in the left navigation area, and then selecting the required

Storage Group.

(ﬁil (D B hrtps: ) {dre300-45/#/Dashboard

OueSt DR6300

dré300-45 ocarina local

Glabalview »
Dashboard » Al Containers
Containers » | bridgehead
Replications »  DefaultGroup
Systermn Configuration » 59l
Support y o osg2

TS

10/28/2017 06:08:34
UsiPacific-MNew

NOTE: For more information about storage groups in the DR Series system, see the DR Series System

Admininstrator's Guide.

On the Action Menu in the upper right corner of the page, click Add Container.

(€) Db o e
(Oluest DRE300

rB300-45 ocarina loca

@ |[ @ seoren a9 s &

administrater  [B 0

Replications v

Systemn Configuration b0 Remgs) found

Support 0

1012812017 06 1050

USiPacific-New

GlobalViey : | add Contaner |
GlobalView » TSMn'Conlalnel’S B Add Contares
Dashboard v ®Log Qut.
Contginers R Container 4 Marker Type & Access Protacol & Gonnaction Status ¢ Replication ¢ Actions.

No racords

Enter a container name, select the access protocol as NAS (NFS, CIFS), and click Next.

) D& 830045/,

rE 9 R R

ouest DR6300

or6300-45 DCanG local

administrator |8 ©

* TSM/Containers
Dashboard »
Contsinsrs N + Add Container
Replications

System ¢

atior » Access Protocol @ MAS (WS, CIFS) -
Suppo 8
Support Container Name @ | My_Contarer_Backp

102812017 06: 20028
US/Pacific-New

xCancal

Container + Marker Type &

0 Item(s) found

Access Protocol ¢

Connection Status & Replication & Actions

Mo recerds.




4 Select the storage access protocol you want to use, set the marker type as AUTO/TSM and then click

Next.

—
G) (D) B Phios 6004518 [ nicups THMICorR s

¢ |[Q sewen

v @ & & 2 =
DR6300 .
Quest 630045 ocarina Iocal administrator [ 0 H
Glonaliew ' TSM/Containers
Dashboard ’
Containers , |+ Add Container
Replicatians »
Systom € R IAccaﬁP'o‘nm\s ®NFS @ CFS I
Support v I Marker Type e .I
10i2812017 06:22 36
USiPacific-New
Container * Marker Type 3 Access Protocel ¢ Connection Status ¢ Replication ¢ Actions
P—
5 For NFS, select the preferred client access credentials, and click Next.
[€) ©. wesswo-sirra s ryctarer e |[Q sercr |ve @3 ap =
DR6300
Quest (7330 wemoca aministrator [ ° §
GlobalView * TSM/Containers
Dashboard »
Containers .+ Add Container
Replications »
System Configuration N NFS Options @ Readwiite Access O Read Only Access
Support » Map Root To Reot -
10/28/2017 06 24 35 Chent Access @ Open (allow all clients) O Create Client Access List
USiPacific-New Chent FQDN or IP Address
Container Marker Type & Access Protocol Cennection Status & Replication & Actiens
Mo records
0 tem(s) found.
6 For CIFS, select the preferred client access credentials, and click Next.
[€] 06 rro: nasm-eizrommcmmsirnicoranes @ |[Q sewer |8 @ & & & =
DR&300 .
Quest T scarnaioca acministrator [0
Flohaliew *  TSM/Containers
Dashboard ’
Containers .+ Add Container
Repications »
System Corfiguration N CFS Client Access @ Open (aliow all clierts) O Create Client Access List
Suppor » Chent FQDN or IP Address
1282017 DB 2551
LISPacific-New n
=
Container * Marker Type 3 Access Protocol ¢ ‘Connection Status & Replication ¢ Actions

No records

0 tem(s) found
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7 Review the summary and then click Save to add the container.

/f L e —— & |[@ seres r&s @ & & 52 =
DR6300 .
Quest  2T% canenca administrator [ 0
oo ' TSM/Containers
Dashboard i
Containers , * Add Container
Replications b
Storage Access Protocol
System Configuration  » hccass Pratoco NAS (NFS, CIFS)
Support ' Container ame My_Container_Backup
10/28/2017 062657 Configure NAS Access & Marker
UsiPacific-New NAS Access Prolocal NFS, CIFS
Marker Type TSM
Configure NFS Client Access
NES Options Read Write Access
Map Roat To Root
Client Access Open (allow all clients]
Configure CIFS Client Access
Client Access Open (allow all clients)
® Cacedl
Container Marker Type = Access Protocol & Connaection Status & Replication = Actions
Mo records
0 Hem(s) found
8 Confirm that the Container has been added.
O ———— e J[a e =

OUeSt DR6300

rE300-45 063113 Iocal

Globalview B & suceess: successiuy
Deshboerd + TSM/Containers
Containers »

Container *
Replications

B
Systam Corfiguration  » | MY-Contaner Backun

Support r 1 1tems) found

10/28/2017 06:28:02
UsiPacific-New

1§ container*My_Container_Backup?, ¢ s being established InformsSion update:

Marker Type &

T5M NS CIFS

Access Protocol £

Connection Status *

available, Available

Replication &

ot Canfigurest

IR -

administrator 98 0

Actions

(ofale]

Creating a VTL container with an iSCSI

connection

1 Select Containers in the left navigation area, and, on the Action Menu in the upper right corner of the

page, select Add Container.

itz 630048/ # St spetr oups( TSMCerkaners

"S D&,

€ [ searn

PR

OUeSt. DR6300

10282017 070436
USiPacific-New

Ar6300-45 ocanna local administrator B0
Flobaliiew ' TSM/Containers c Contarer
Dashboard » Lo out
Containers N Centainer « Marker Type ¢ MAccess Protocel ¢ Ceonnection Status & Replication Actions
Repkcations , My Container_Sariap e s ces J—— ot Contigured e | @ |
System Configuration b

1 tem{s) found

Support »
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2 Enter the name of the container, select Virtual Tape Library (VTL) as the access protocol, and click Next.

@::@s [ e

Cortaners

& J[Q searet B
DR6300 . .
Quest 55555 sewma e administator [0}
Fobaliian " TSM/Containers
Dashboard ’
Contairms , + Add Container
Repicatons ’
Systam Configuration » Access Protocal @) Virtud Tape Lirary (TL) - |
Suppon * | Comainerame a| e |
1042812017 071105 e
USiPacific-New
Container * Marker Type & Access Protocel 3 Connection Status + Replication & Actions
My_Container_Eackup TSM NFS.CIFS Avalable, Available Not Configured u “ n
1 liem(s) found
3 Select the required tape size, access protocol, marker type, and initiator details, and click Next.
O L e— € |[Q seancn TEe 9+ AR =
DR6300 .
OUESt dri300-45.0carina local administralor . o s
ety ' TSM/Containers
Dashiboard »
Containers , = Add Container
Replications b
Sysom Canfiguatan | Ropsthodel © QussiDRLT00 O D=t :q_mu
Support b Tape Size BOOGE (Max Mim of Tapes is 2000} -
1082017 07 1716 VTL Accass Protocal O FC Q NDMPL @ SCS| IO No Access
UstPacific-New 10, FQON or P Address | | 10.250.235.68
Marker Type =M I -
£Fre B fnsh x Cancel
Container Marker Type + Access Protocel & Connection Status + Replication & Actions.
My_Container_Baclun 5M NFS CFS Avallabie, Avalable Hat Configures En
1 terns) found
4 Review the summary and then click Save to add the container.
[ LN — & |[Q set a0 9O 3 AR =
DRE300 -
Quest dr6300-45 ocanna local administrator [ 0§
obalien *  TSM/Containers
Dashboard ’
Conisis , + Add Container
Repications »
‘Storage Access Protocol
System Conigwnion 8 Virtual Tape Library (VIL)
Support ! TSMiscsi
10428/2017 07 1844 Configure Virtual Tape Library
US/Pacific-New Robot Model STK L700
800GB
iscsi
AN, FQDN or P Address 1025023568
Marker Type
Container * Marker Type ¢ Access Protocol ¢ Connection Status ¢ Replication ¢ Actions
My_Container_Backup TSM NFSCIFS Avatatie, Avalable Mot Configured n
1 em(s) found.
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5 Confirm that the container is successfully added on the Containers page.

& |[Q seh

GhobalView »

Dastiboard +  TSM/Containers
Cantainsrs ’
Container Marker Typs ¢ Accass Protocol & Gonnection Status ¢ Replication ¢ Actions
Replications ,
Sysom Corfguratan » | M-Contaner gt TSM WS CIFS avassoie, Avallanie Not Corfigurea | w | = |
Support v TSM VL ISCS! Avaitadle Not Configured E n ﬂ

102842017 07:21:58
USiPacific-MNew

2 nemgs) found

e @ & & 5

administrator [ 0
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2

Configuring TSM for CIFS and NFS

targets

Configuring the device class for CIFS and

NFS protocols

These instructions walk you through a basic configuration for connecting a DR Series system appliance with the

Windows version of Tivoli Storage Manager (v7.1.4).
1 Open the IBM Tivoli Storage Manger Administration Center.

2 Click Storage Devices > View Storage Classes.

Storage Devices | -~

o welcorne

© My Startup Pages
Users and Groups
Settings

Select a server and pick an option from the Select Action menu to work with its
servers that were added to the consale,

[=] Tivoli Storage Manager
« Getting Started

= Clent MNodes and Backup Sets
= Policy Darains

= Server Maintenance

* Reporting

= Disaster Recovery Management
~ FastBack Servers

B [ (¥ [7) [2] [w] [#

Yigw Storage Pools, ..

Miew Device Classes,, !

| Libraries for All Servers

- ViR SEED Select ~ Server Name ~ view Collocation Groups... o
© Health Maonitor = = =
. B Yiew MAS File Servers...
"
I—WW_I. s s R310-5¥5-121 TSMSRY | Refresh Tahle

Expire Inventory...

Shred Data...

Identify Duplicates...
Yiew Yolume History..,
Yiew Operator Requests. ..

Back Up Device Configuration...
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Click Create a Device

Class.

J Storage Devices || Manage Servers ” T |

Servers = Device Classes

& device class 15 used to

Device Classes for R310-5YS-121 TSMSRV

each storage pool can use only one device class.

. . | --- Select Action ---~¥ ~ | Filter
|

associate media valumes in a storage poal with a compatible storage device. & device

Select ~ Name ~ Storage Pool

Create a Device Class... unt Limit A:

By

IS
DISK

Modify Device Class...
Delete Device Class
Add a Storage Device...

--- Tahle Actions --- b

Total: 1 Filtered: 1

Select the FILE device type and click Next. (This device type is optimized for writing to disk-based

storage.)

Storage Devices

Create a Device Class

o7 Select Device Type
General Infarmation
Summary

3592 (uses 1BM 3592 tape cartridges)
4N (uses 4-mm tape cartridges)

8MM (uses B-mm tape cartridges)
CEMTERA {uses EMC Centera)

DLT (uses Digital linear tape cartridges)
DTF (uses Digital tape format cartridges)

P PP ¥
LTO {uses Linear Tape-Open Ultrium cartridges)
NAS {uses tape cartridges in drives attached to a NAS file server)
OPTICAL {uses rewritable optical cartridges)
QIC {uses gquarter-inch tape cartridges)
REMOVABLEFILE {uses removable media, such as CD-RW)
SERYER {uses virtual volumes to store data on another server)
YOLSAFE {uses StorageTek write-once-read-many tape cartridges)
WORM (uses write-once-read-many optical cartridges)

|-- Select a Device Type —

< Back | MNext = | Finish | Cancel |

Enter the appropriate information under General Information and click Next.

For a CIFS Container Path:

Create a Device Class

~l?

+ Select Device Type
< General Information

Summary

| < Back I\ Next > |I Firish || Cancel

General Information
Afile device represents a series of files in a directory, which are treated as sequential access volumes. Enter a name for the device class and the directory
location where this device class will store client node data.

Rt

prexo-peEvice | ]

S athtactaia il smulsiplogirectary names with commas, and no intervening spaces)
I|\\dr53nu—45\My_Cumamer_aackup | ]
1

Allow other servers and storage agents to share access ta valumes in the specified directories

Consider adding a minimum of twa maunt points for every storage poal, server, or storage agent that will use this device class,

Maximum file size




For an NFS container path:

Create a Device Class

General Information
¥ Select Device Type
A file device represents a series of files in a directory, which are treated as sequential access volumes. Enter a name for the device class and the directory

General Infarmation 0 q A i i
< location where this device class will store client node data.

DR4X00-DEVICE

ik, L Liipkag lirectory names with commas, and no intervening spaces)
[fmntry_container_sackup J

Allow sther servers and storage agents to share sccess to valumes in the specified directories
Consider adding a minimum of two mount points far every storage pool, server, or storage agent that will use this device class

Maunt lirmit
#
20

Maximum file size

<ooer Fivsh | corca

m  Name: Enter a descriptive name for the device class.

m Path: Add the UNC path to the DR container for CIFS and the mount point of DR Series appliance
export for NFS.

= Mount Limit: Set the connection limit. Please consult the DR Series Interoperability Guide for your
systems maximum 32 concurrent CIFS connections. The optimal number of connections is five.

m  Maximum File Size: Set the maximum. The DR Series system supports very large files such as
1TB. The recommended file sizes for TSM are between 1GB and 50GB to allow for fast space

reclamation and replication of files to remote sites.

i NOTE: The service account for Tivoli Storage Manager needs to have the correct permission to the DR
Series system CIFS share for this step to complete successfully. Before providing the information, see

Appendix A for information about setting up the TSM service account correctly.

Click Finish.

Create a Device Class
: Summary
« Select Device Type
¥ General Information These storage objects have been successfully defined.

o2 Summary
By Device class DR4X00-Device has been created.

= Back et = | Finish | Cancel




Configuring a storage pool for the CIFS
and NFS protocols

1 Click Storage Devices > View Storage Pools.

Alltasks =
= Storage Devices )\N Manage Servers | -
© tifelcome Servers
- By SimErap [PogEs Select a server and pick an option from the Select Action menu to work with it
Users and Groups to the consale.
Settings

[=] Tivoli Storage Manager
© Getting Started

Wiew Storage Pools...

© Manage Servers Select ": Server Name ~|| Wiew Device Classes. ..
© Health Monitar Yiew Collocation Groups...
i g View MAS File Servers, .,
R310-5%5-121 TSMSRY
Refresh Tahle

Palicy Damains m Expire Inventory...

Server Maintenance H Shred Data. ..

Reporting

Identify Duplicates...

Disaster Recovery Managl |
FastBack Servers Wiew Yolume History...

Wiew Operator Requests. ..

. . Back Up Device Configuration...
Libraries for All Servers

A server uses storage devices to stor
addad to tha concala Thara ara twn

Add a Storage Device...

Create a Library...

2 Click Create Storage Pools.

Alltasks e tsmadmin
= Storage Devices AH Manage Servers -+
© elcome Storage Pools for R310-5YS-[_Refresh Table
© My Startup Pages Create a Storage Pool. ..
Users and Groups Servers = Storage Pools Modify Storage Pool...
Settings

A storage pool represents a collection Delizis Sisrsgs Fusl

Tivoli St M
B) 0ol ST GERERCD cannat backup a copy storage pool off  Add a Storage Device. .

© Getting Started .

- Memees SorEs Protect a NAS File Server

© Health Monitor Add Storage for NDMP Operations
g P

© Enterprise Managerment — ~ . Back Up Storage Poal...

~ Storage Devices Select ~ Name ~ Device G

. Client Nodes and Backup = = Restore Yolumes From Copy Pool...

© Palicy Domains — o B D"[ Copy Active Data

© Server Maintenance A BACKURPOOL P19 Restars valumes Fram Active-data Paal. .

- E_EDDTHQR - sl B E"[ View Sequential Media...

- 15aster BCOVEY anagy | .

O FEREsk ST DHEIAOIEL P have Sequential Media. ..

'l [E] By Reclaim Storage Pool...

SPACEMGPOOL (Bl =1
Migrate Storage Pool...

Identify Duplicates...

Create Space Trigger...
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3 Click Next.

Create a Storage Pool

Wielcome

A storage pool is a collection of volumes of the same media type on wh

Creating a storage pool includes the following tasks:

#® Marme the new storage pool and specify the pool type
* Select a device class

® If data will be migrated to another storage poal, select that storage pool

= Back | Finishl Cancel |

4 Enter the information for the General Storage Pool Settings and then click Next.

Create a Storage Pool -l ?

General Storage Pool Settings

& General A storage pool represents a collection of storage volumes of the same media type. A storage volume
represents the basic unit of storage, such as a tape cartridge or allocated disk space. Storage pools are used to
Specify storage pool settings  designate where all managed data will be stored. After you define a storage pool, you cannot change its type.

Summary ¥

Storage pool name
DR4X00-POOL
Storage pool descrigtion
DR4x00 Pool

Storage pool type
" Random access - primary pool that uses random-access disk (DISK device class)

* Sequential access - uses tape, optical media, sequential-access disk (FILE device class), or the SERVER device class

*Ierimary 5 =

7 NAS - stores NAS file server data using NDMP

primary 7] B

< Back | MNext > | Fimshl Cancel |

m  Storage Pool Name: Enter a descriptive name for the DR Series system pool.
m  Storage Pool Description: Enter a description for the DR Series system pool.

m  Storage Pool Type: Select Sequential Access as the DR Series system is integrated as a FILE

type device.




5 Enter the required information for the device class, and click Next.

6

>l 2

Create a Storage Pool
Select a Device Class

A device class represents a set of similar storage devices. A device class is used to associate storage pool

¥ General
volumes with a compatible storage device.

. Specify storage pool settings
*DEUIEE lass name

IDR4><DD*DEVICE vI

Scratch volumes are used to dynamically satisfy mount requests. Consider entering the number of physical volumes
available for this storage pool.

*Maximum number of scratch volumes
150

You can select another primary storage pool to use as a Mext pool. The Next pool is used to store data migrated from the
storage pool being created. During client node operations, the Next pool can also be used to store data if this storage
pool runs out of space, or to store files that exceed its marimum size.

Next storage pool
-- Nong -- ¥

< Back | Mext = | leshl Cancel |

m  Device Class Name: Select the name of the DR Series system device class (created previously).

m  Maximum Number of Scratch Volumes: Set the number of scratch volumes in the system. (Setting

the value between 100 to 200 scratch volumes is recommended.)

For Identifying Duplicates, accept the default selections, and click Next.

Create a Storage Pool
Identify Duplicates

The server can identify duplicate data within a FILE storage pool. This data is then removed during reclamation
rocessing. Eliminating duplicate data increases the amount of available disk space. However, identifying duplicate
v Specify starags pool settinds  gata increases the server workload, and data that has been deduplicated can take longer to restore.

+ General

Il_ Identify the duplicate data in this storage pool. I

The number of processes to identify duplicates. when calculating this number, consider the workload on the server and
the amount of data requiring deduplication.

1

< Back | Mext > | F\mshl Cancel |

m  Keep the Identify the duplicate data in the storage pool check box clear as the DR Series system

uses inline deduplication and already identifies and removes duplicate data.



7 Review the settings and click Finish.

Create a Storage Pool

surmmary

< General You have successfully created the following storage pool:
+ Specify storage pool settings

2 Summary
Storage Pool Name: DR4X00-POOL

Storage Pool Type: Primary, sequential access
Device Class Name: DR4x00-DEVICE
Maximum Number of Scratch Yolumas: 150
Data will be deduplicated: No

Associated Policy Domains:

N

=
1 ¥

= Back | Mext = |I Finish |I Cancel

Creating a policy domain for the job

1 Click Policy Domain > View Policy Domain.

ivoli. S Al tasks = Welcome tsmadmin
=

| Storage Devices ” Policy Domains x" + |

o Welcome

Policy Domains

The table shows the servers you have added to the console, and the p
for data management to groups of client nodes, Click a server name to

= [+

© My Startup Pages
Users and Groups
Settings

[=] Tivoli Storage Manager

© Getting Started --- Select Action ---+
© Manage Servers = Wi A A
iew Policy Domains...
© Health Manitar Select 1 | |
- Erfemiss Memsmsmme: Search for Client Node...
© Storage Devices & Refresh Table
. .

Expire Inventory...
Shred Data...

© Reporting Identify Duplicates...
= Disaster Recowery Manag|

© FastBack Servers

Server Properties...

Use Command Line..,

--- Table Actions --- P
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2 Click Create a Policy Domain.

R310-SYS-121 TSMSRYV Policy Domains

Policy domains help you to apply consistent rules for data management
sets, client node schedules, and management classes,

= n --- Select Action ---7

Create a Policy Domain. ..

select ~ Domain Name ~ Desc

Modify Policy Domain...
T Delete Policy Domain

c R310-5vS-  Data st

121

s Export Policy Domain,..

Manage Pending Changes..

STANDARL Installeq Import Policy Domain. ..
L Create a Client Node...
s Data =t pefresh Table

--- Tahle Actions --—- »

3 Click Next.

Create Policy Domain

>l ?

Wielcome

A policy domain applies consistent data management rules to a specified group of client nodes.

Creating a policy domain includes the following tasks:

Hame the new policy demain,

Creste s default managerent class for the domain, Select one or more storage pocls for client node dats in the dormain, snd st backup snd
archive settings for that data.

Optionally szlect the dient nodss that will uss the policy dornsin.

= Back |I Mext = I Fin\shl Cancel |

4 Enter the required information, and then click Next.

Create Policy Domain

= ?

General
. General Specify the name of the policy domain. You can optionally enter a brief description of the domain.

Data and storage pool settings *Harme
Assign client nodes IDR4><EIEI*PDIicyDDmain I
Summary

Diecripting

IDR4XUU Paolicy Domain il

< Back I Mext » | leshl Cancel |

m  Name: Enter a descriptive name for the DR Series system policy domain.

m  Description: Enter a description for the DR Series policy domain.




5 Enter the required information for data and storage pool settings, and then click Next.

Create Policy Domain -2
Data and storage pool settings

+ General The default management class is used for all client node data that are not bound to a different management

class. Select the default management class storage pools, specify backup and archive settings, and specify if

o Data and storage pool settings  5ctive-data pools can be used.

Select a storage pool for at least one of these data types. If you do not select storage poaols for both data types, backup or
archive operations can fail,

I Specify default management class settings for backup data:
#

Storage pool for backup data
DR4x00-POOL 2
Number of file versions to keep

MNumber of days to keep inactive versions

0
=1

™ Specify default management class settings for archive data:

Storage pool for archive data
DR4x00-POOL =

m  Specify default management class: Select the DR Series system pool that was set up previously.
m  Number of file versions to Keep: Specify how many versions of a file to keep.

m  Number of days to keep inactive versions: Specify how many days to retain data after it falls out of
policy.

L]
1 | NOTE: File versions and inactive versions are set based on company policies.

6 Select to assign the policy domain to clients, and click Next.

Create Policy Domain -l ?
Azzign Client Modes Mow?

+ General The server manages the data and operations for a client node by using the rules of the policy domain. You can

v Data and storage pool settings select the C|IEI'I.t nodes t.D assign to the new policy domain now or at another time. A client node can be assigned
to only one policy domain.
= Assign client nodes

Do you want to assign client nodes to this policy domain now?
* vas

C Mo

< Back Mext = | Fimish | Cancel




7 Select to display the set of clients to move to the DR Series system, and click Next.

Create Policy Domain >l ?
Assign Client Modes
+ General Greate the list of client nodes to select from.
+ Data and storage pool settings
o Assign client nodes & igw all client nodes.
Summary © Wigw client nodes that match your conditions:
Marne [
< Back Hext > | Finish | Cancel
by . g .
1 | NOTE: Choose to limit if you have a lot of client computers.
8 Select the check box next to the clients you want to back up to the DR Series system, and click Next.
Create Policy Domain vl ?
Assign Client Nodes
+ General Select client nodes to assign to the policy domain. A client node belongs to only one policy domain.
+ Data and storage pool settings
o2 Assign client nodes | C Gelect Action ——- ¥ “TFitar ~\
Summary - = = = -
Select ~  Name _ Gurrent Policy Domain ~ Type ~ Platform ~ Description 2
I R310-5¥5-121 STANDARD Client = =
I R310-5¥5-33 STANDARD Client - -
Page 1 of 1 1 EI Rows |2 @ Total: 2 Filtered: 2
= Back I Next = | Fin\shl Cancel
9 Click Finish.
> ?

Create Policy Domain

~ General
+ Data and storage pool settings
+ Assign client nodes

o Summary

< Back NeRt = II Finish I Cancel

summary

You have successfully created a policy domain named DR4X00-POLICYDOMAIN with the default management
class STANDARD. You can assign additional client nodes to the policy domain later. You can update the policy
settings for additional options for handling backup and archive files later. You can also create additional policies
for the policy domain by defining schedules, option sets, and additional management classes.

Policy domain name DR4x00-PolicyDomain
Description

Default management class name STANDARD
Storage pool for backup data DR4¥00-POOL
Backup versions 2

Backup retention period 30 days

Storage pool for archive data Not defined.

Client nodes

R310-5YS-121 El
R310-5Y5-53

-
1 3




reating client nodes and backup sets

1 Open the client nodes and backup sets from Tivoli Storage Manager to register the client machine.

= Welcome

My Startup Pages
Users and Groups.
Settings
Reporting

[=] Tivoli Storage Manager
“ Getting Started
 Manage Servers

Health Monitor

Enterprise Managemeant

Server Maintenance

Reporting

Disaster Recovery Management
FastBack Servers

Welcome tipadmin

Client Nodes and Backup Sets i

Client Nodes

J Al Client Nodes ” e ” e 1

The table lists all of the client nodes for the servers that were active between 8/24/14 at 8:23 PM and 8/24/14 at 8:23 PM. Select the
refresh action to update the table. Use the filter to find specific client nodes.

“Filter
Crasta s Cliant Nods

" Varsion | Policy Domain Contact

Refresh Table
There|Creste Like. your servers
Change Password
Madify Cliznt Node.
Remove Client Node.

Schadule an Auto 7S >
Launch Bsckup-Archive Client

Total: 0 Filtered: 0
Move 1o Ancthar Policy.
Export Client Node.
Move Dats,

= Welcome
My Startup Pages

[=] Tivoli Storage Manager
Getting Started

Manage Servers

Health Monitor

Enterprise Management
Storage Devices

Client Nodes and Backup Sets
Policy Domains

Server Maintenance

Reporting

Disaster Recovery Management
FastBack Servers

Welcome tipadmin Help | Logout

— Select Action —

Client Nodes and Backup Sets i

Create a client node by accepting the default settings or by entering new information. You must enter a client nede name and a password.
Click OK to create a node and return to Client Nodes and Backup sets or click Add Another to create a node and save all entries to a new
form. To edit the default settings, click the pencil icon in the upper right-hand corner of this portlet.

Server: Policy domain:
W2K8R2-02 STANDARD v
*Name:

[w2ksr2-02 ]

*password:

*Confirm password:

\
Contact:

\ \
Web address:

b Policy Settings

b Security Settings
P Memberships

Add the following parameters to the generated command:

o><| Add Another | Cance\l

3 Confirm that the client node is successfully registered.

() = [ heps/i10.250.242.10: 16511 rvjeos O =] 1 contticate:.. 4] @

Tivoli. U Al tasks ~

= =

Wielcome

My Startup Pages
Users and Groups
Settings.
Reporting

[] Tivoli Storage Manager
Getting Started

Manage Servers

Health Monitar

Enterprise Management
Storage Devices

Client Nodes and Backup Sets
Policy Domains

Server Maintenance

Reporting

Disaster Recovery Management
FastBack Servers

]
Client Nodes and Backup Sets | r | SelctAction— [
Client Nodes lat
All Client Nodes (| By Server || Search
The table lists all of the client nodes for the servers that were active between 8/26/14 at 1:28 AM and 8/26/14 at 1:28 AM. Select the
refresh action to update the table. Use the filter to find specific client nodes.
[~ setect action - “Filter hY

Name Platform Version | Policy Domain Contact
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Configuring iSCSI target container(s)
for TSM

Configuring the iISCSI initiator

Configuring the iSCSI initiator for Windows (TSM
Server)

1 In the Windows TSM Server, open your iscsi initiator software, enter the DR Series system IP/Hostname

as the target, and click Quick connect.

1SCSI Initiator Properties ﬂ I

Targets | Discovery | Favarite Targets | Wolumes and Devices I RADIUS | Configuration I

—Quick Connect

Ta discover and log on ko a karget using a basic connection, kype the IP address ar
DNS name of the target and then click GQuick Connect,

Target: Ild'53UU'45| I I Quick Connect. ., |

~ Discovered targets

Refresh |

Mame | Stakus |

To connect using advanced options, select a target and then e |
dlick Connect, —

To completely disconnect a target, select the target and [ —. |
then click Disconnect. —

Far karget properties, including configuration of sessians, Praperties. .. |
select the target and dlick Properties. =

For configuration of devices associated with a target, select Favicas,., |
the target and then dlick Devices, =

More about basic iSCSI connections and targets

oK I Cancel Lpply




2 Quick connect will discover the targets.Click Done.

ISCSI Initiator Properties E I

Quick Connect

Targets that are available for connection at the TP address or DNS name that you
provided are listed below. TF multiple bargets are available, you need bo connect
to each target individually,

Connections made here will be added to the list of Favorite Targets and an attempt
ta restore them will be made every bime this computer reskarts,

~Discovered targets

~ Progress repork

Unable to Login to the karget.

Connect | Done

Mare about basic iISCSI connections and Eargets

oK | Cancel | Apply |

3 Select the required targets and click Connect

CSI Initiator Properties

Targets ID\scovery | Favoarite Targets I Wolumes and Devices | RADIUS | Configuration |
—uick Connect

Ta discover and log on ko a karget using a basic connection, type the IP address or
DS name of the target and then dlick Quick Connect,

Target: Guick Conmech I

Discovered targets

Refresh |

e i
ign. 1984-05. com. quest: dré300. 4043905  ksm-iscsi. 20 Inactive I

To connect using advanced options, select a target and then
click Cannect.

To completely disconnect a target, select the target and .
then click Disconnect. —

Far target propetties, including configuration of sessions, Properties. ..
select the target and click Properties. —

For configuration of devices associated with a target, select B ess, ., |
the target and then click Devices. —

Mare about basic iSCST connections snd targets

[=]9 Cancel Apply




4 Click Advanced.

Conneck To Targekt E

Target name:

¥ Add this connection ko the list of Favarite Targets,

This will make the system automatically attempt to restore the
connection every time this computer restarts,

[ Enable multi-path

Advanced... | [8]4 I Cancel

5 Click Enable CHAP log on, provide the name: iscsi_user, with the password: StOr@geliscsi, and click OK.
L]
1 | NOTE: The iSCSI user name can be found by entering the following command on the DR system:

# iscsi --show --user

Advanced Settings HE
General | 1Psec |

Connect using

Local adapter: IDaFauIt j
nitiator IP; [peraut =]
Target portal IP: IDEFauIt j
CRC | Checksum
’]- Data digest ™ Header digest

I ¥ Enable CHAP log on

0g on information

CHAP helps ensure connection security by providing authentication between a target and
an initiakor,

To use, specify the same name and CHAP secret that was configured on the target For this
initiator, The name will default ko the Initiator Name of the system unless another name is

specified,
Mame: I iscsi_user
Target secrek: I -

™ Perform mutual authentication

To use mutual CHAP, either specify an initiakor secret on the Configuration page or use
RADIUS,

™ Use RADILS bo generate user authentication credentials

I” Use RADIUS to autherticate target credentials

I | QK II Cancel Apply

Connect To Targekt

Target name:

I ign. 1984-05. com. quest :dr&300, 4043905 ksm-iscsi, 20

v &dd this connection to khe list of Favorite Targets,

This will make the system automatically attempt ko restore the
connection every time this computer reskarts,

[~ Enable mulki-path




6 Check the Status as connected and click OK.

Targets |D|scnvary I Favaorite Targets | volumes and Devices I RADIUS I Configuration I

— Quick Connect

To discover and log on ko & target using a basic connection, type the 1P address or
DMS name of the target and then click Quick Connect.

Target: Quick Conmect. .. |

Discovered kargets

Refresh |

I Skt |
ign. 1984-05, com, quest :dr6300,404 3905, ksm-iscsi, 20 Connected

To conneck using advanced options, select a target and then
click Connect,

To completely discannect a target, seleck the karget and I |
then click Disconnect. —

For target properties, induding configuration of sessions, Properties. .. |
select the target and dlick Properties. =

For configuration of devices associated with a karget, select DS, |
the target and then click Devices. =

More sbouk basic ISCSI connections and targets

OK Cancel Bpply |

Configuring the iSCSI Initiator for Linux (TSM
Server)

Before you begin this procedure, ensure that the iSCSI initiator is installed (iscsi-initiator-utils). For example:

#yum install iscsi-initiator-utils; /etc/init.d/iscsi start

To configure the iSCSI target for Linux, follow these steps.
1 Add the CHAP Authentication details for the DR Series system on the Linux Initiator as follows:
a Edit /etc/iscsiliscsid.conf and un-comment the following line:

node.session.auth.authmethod = CHAP

b Modify the following lines:
# To set a CHAP username and password for initiator

# authentication by the target(s), uncomment the
following lines:

node.session.auth.username = iscsi user



node.session.auth.password = StOr@ge!iscsi

2 Set the Discovery Target Node(s) by using this command:

#iscsiadm -m discovery -t st -p <FQDN of DR>

For example:

#iscsiadm -m discovery -t st -p 10.8.230.108

3 Enable logon to the DR Series system iSCSI VTL target(s) by using the following command:

#iscsiadm -m node --portal <FQDN of DR:PORT> --login

For example:

#iscsiadm -m node --portal "10.8.230.108:3260" --login

4 Display the open session(s) with DR VTL(s) by using the following command:

#iscsiadm -m session

For example:

#iscsiadm -m session = tcp: [8] 10.8.230.108:3260,1
ign.1984-05.com.quest:dr6300.3071067.interoprhel52nl.30

5 Review dmesg or /var/log/messages for details about the tape devices created upon adding the DR
Series system iSCSI VTL.

6 Run “cat /proc/scsi/scsi” command to see the LUN and HOST details.

Configuring the DR Series system VTL for

the Windows and Linux TSM server

For Windows: To see the Tape Library device IDs, use command “tsmdlst,” for example:
cd “C:\Program Files\Tivoli\TSM\server\tsmdiag”

tsmdlst.exe

For Linux: For discovering the tape devices and associated IDs, see Appendix C of this document.



Windows configuration

All commands should be executed on the TSM Server Prompt.
1 Open a CMD prompt and cd to “C:\Program Files\Tivoli\TSM\server\tsmdiag”

2 Run “dsmadmc.exe” and enter the username/password for the TSM server.

IBM Tivoli Storage Manager !IEI

c:“Program Files“TivolisT8M serverstzmdiag>dsmadmnc . exe

IBM Tivoli Storage Manager

Command Line Administrative Interface — Uersion 6, Release 4. Level 8.8

Cc» Copyright by IBHM Corporation and other<s)> 1998, 2812_. All Rights Reserved.

Enter your uwuser id: tipadmin
Enter your passuword: s
Session established with server I0P-UZKERZ2-UZ: Windows

Server Uersion 7. Release 1. Level 3.8
Server datestime: 118172017 BA:5A:A@ Last access: 18-28-2017 AB-41:58

tsm: [OP-H2ZKERZ-U23

3 Define Library -

# define library TSM-iscsi libtype=scsi shared=yes autolabel=yes
(TSM-iscsi is user defined name for the library)

4 Define Library path -

# define path WIN-8B1A4SA50SR TSM-iscsi srct=server autodetect=yes
destt=library

device=1b0.1.0.3

where WIN-8B1A4SA50SR = TSM server hostname, and Device = Device ID for medium changer listed
by “tsmdlst” command.

5 Define Drive -
# define drive TSM-iscsi drive0Ol online=yes
Where TSM-iscsi = Library name defined in earlier command, Drive01 = User defined drive name
6 Define Drive Path -

# define path WIN-8B1A4SA50SR drive0l srct=server destt=drive
library=TSM-iscsi device=mt0.2.0.3 online=yes

7 Audit the Library -
# audit library TSM-iscsi checklabel=barcode
8 Checkin the Library Volumes —

# checkin libvolume TSM-iscsi search=yes checklabel=barcode
status=scratch



Linux Configuration

All commands should be executed at the TSM Server Prompt.
1 You can get the TSM Server prompt by using the following commands:
[root@dma-rhel7-v1 binl]# ./dsmadmc
Enter your user id: tipadmin
Enter your password:
Session established with server DMA-RHEL7-V1: Linux/x86 64
Server Version 7, Release 1, Level 3.0

Server date/time: 11/23/2017 02:38:33 Last access: 11/23/2017
02:37:32

tsm: DMA-RHEL7-V1>

2 Define Library:
# define library TSM-iscsi libtype=scsi shared=yes autolabel=yes

3 Define Library path —

# define path RHEL-TSM-SERVER TSM-iscsi srct=server autodetect=yes
destt=library

device=/dev/tsmscsi/1b0
4 Define Drive -

# define drive TSM-iscsi drive0Ol online=yes (define all drives 0-
9, driveOl is defined by user)

5 Define Drive Path —

# define path RHEL-TSM-SERVER drive0Ol srct=server destt=drive
library=TSM-iscsi device=/dev/IBMtape0 online=yes

6 Audit the Library -
Audit library TSM-iscsi checklabel=barcode

7 Checkin the Library Volumes —

# checkin libvolume TSM-iscsi search=yes checklabel=barcode
status=scratch



Configuring the device class for iISCSI
VTL

1 Follow Steps 1, 2, and 3 as described in the preceding Device Class creation section.

2 Select the Device Type as LTO for iSCSI VTL.

Storage Devices

X | o+ | --- Select Action --- hd

Device Classes for WIN-8B1A4SAS0SR -l ?

Select Device Type

. Select Device Type
To use a storage device, you must define several objects that are used to manage operations for the device.
General Infarmation

Summary

Select the type of device this device class will use. A device class is used to associate media volumes in a storage pool
with a compatible storage device. A device class can be used by multiple storage pools, but each storage pool can use
only one device class.,

Device type
I" Select a Device Type —- j
-- Select a Device Type -- 1=

3570 (uses IBM 3570 tape cartridges)

3590 {uses IBM 3590 tape cartridges)

3592 (uses IBM 3592 tape cartridges)

4MM (uses 4-mm tape cartridges)

MM {uses B-mm tape cartridges)

CENTERA {uses EMC Centera)

DLT {uses Digital linear tape cartridges)

DTF (uses Digital tape format cartridges)

ECARTRIDGE {uses StorageTek tape cartridges)
= Bl | Maxt = | r—— | FILE {uses sequential-access volumes on disk)

i

& a il 00:08:48 02 «| 2
Libraries for All Servers OPTICAL (uses rewritable optical cartridges) !
A server uses storage devices t QIC (uses guarter-inch tape cartridges) Brver. The table shows libraries for all
servers that have been added t REMOVABLEFILE (uses removable media, such as CO-RW) ble action to create the library and
its drives, create a storage poo SERVER {uses virtual volumes to store data on another server) i
YOLSAFE {uses StorageTek write-once-read-many tape cartridges)
WORM {uses write-once-read-many optical cartridges) =

3 Inthe General Information section, provide the name and select the configured library.
4 In the Drive-level data encryption section, select the Do not allow drives to encrypt data option.

5 For Logical Block Protection, click None.

Storage Devices || + | --- Select Action - -

-2

Create a Device Class

General Information
¥ Select Device Type
=5 General Information Enter a name for the.devlce [:I.ass, and SE!E[:t a.llhrary that contains the type of drive you selected. You can
use the Storage Devices work item to define a library.
sSummary

Fame

TSM-device I

Librar
TSM-ISCSI 2

™ The device class is for write-once, read-many (WORM) tapes.

Drive-level data encryption

© allow drives to encrypt data if they are configured to use an external key manager (for example, the library), Tivoli
Storage Manager will not manage the encryption keys.

[ Encrypt data at the drive level, using Tivali Storage Manager to generate and manage the encryption keys. Only
storage pool volumes will be encrypted.

€ Use an encryption methodology that is provided by another vendar and that is used with Application Methad
Encryption (AME] enabled on the drive.

* Do not allow drives to encrypt data.

Logical block protection
© read and write operations

;ﬁeratmns only
< Back |I MNext » I Finish | Cancel




6 Click Next and then click Finish.

Storage Devices Xl -

Create a Device Class

: summary
+ Select Device Type

« General Information These storage objects have been successfully defined.

=2 Summary
Bg Device class TSM-device has been created.

< Back | Mest > | Cancel

Configuring the storage pool for iSCSI
VTL

1 Follow the steps 1, 2 and 3 from the preceding Storage Pool creation section of this document.
2 In the General storage pool settings section, provide the pool name and type.

3 Click Next.

Storage Devices i

Create a Storage Pool

General Storage Pool Settings

= General A storage pool represents a collection of storage volumes of the same media type. A storage volume
represents the basic unit of storage, such as a tape cartridge or allocated disk space. Storage pools are
Specifty storage pool settings  used to designate where all managed data will be stored. After you define a storage pool, you cannot
Summary change its type.

*Storage poal name
TSM-iscsipoal
Storage pool description

Storage poal type
 Random access - primary pool that uses random-access disk (DISK device class)

equential access - uses tape, optical media, sequential-access disk (FILE device class), or the SERVER device
class

N Primary - =

© NAS - stores NAS file server data using NDMP

Primary = =]

< Back |I MNext = l Finish | Cancel |
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4 Provide the necessary Device class name and maximum number of Scratch volumes, and click Next.

Storage Devices ||

>l 2

Create a Storage Pool

Select a Device Class

+ General & device class represents a set of similar storage devices. A device class is used to associate storage pool

. volumes with a compatible storage device.
. Specify storage pool settings

*Device class name
TSM-DEVICE

Summary

Scratch volumes are used to dynamically satisfy mount requests. Consider entering the number of physical volumes
available for this storage poal.

*Maxirmurm nurber of scratch volumes
100]

¥ou can select another primary storage pool o use as a Mext poal. The MNext pool is used to store data migrated
from the storage pool being created. During client node operations, the Mext pool can also be used to store data if
this storage pool runs out of space, or to store files that exceed its maximum size,

Mext storage pool

< Back I MNext > |I Finish | Cancel

5 Click Finish.

~— Select Action - =

Storage Devices

Create a Storage Pool

Summany
v General You have successfully created the following storage pool:
~ Specify storage pool settings

. Summary
E Storage Pool Name: TSM-ISCSIPOOL

Storage Pool Type: Primary, sequential access
Device Class Name: TSM-DEVICE

Maximum Number of Scratch Yolumes: 100
Associated Policy Domains:

= Back Mext = |I Finish I Cancel

Adding volumes to the library

1 After creating the storage pool, click Storage Devices in the left pane.

2 Select the library configured earlier.

Libraries for All Servers IR
A server uses storage devices to store data for client nodes. Libraries and drives represent storage devices to the server. The table shows libraries for all
servers that have been added to the console. There are two ways to add 2 library, Use the add a Storage Device table action to create the library and
its drives, create a storage pool, and add media. Use Create a Library to create only the library and its drives.

% --- Select Action ---¥ (| Filter )

Select | Library Name ~ Status ~_ Library Manager ~_ Library Clients ~  Scratch Yolumes ~_ Private Yolumes ~ Device Classes ~

s IR B 14454505k - - - ISICLASS, LTO-CLASS

ISILIE

0 N [ S0 - wmebevice
o E D - 5B 14454505 - - 10 NAS_CLASS_1, ONE
I" - - _ WIN-8B1445AE0SR - - - TSM-DEVICE I

Total; 4 Filtersd: 4
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3 Clear the column selection (which was default earlier), disable the target reset option when the server is
restarted, and click OK.

Libraries for All Servers Q| ?

General

Drives

General

& library represents a storage device that contains drives. You cannot change a library name or type after it has

Library Paths been defined.

TSM-ISCEI Sl=Sl
Yolumes

Drive Paths | Name Library type
I Change library type to ¥TL

Cleaning Cartridges
world wide name Serial number

© putomatically detect the serial number when the library's path is
defined,

# Use the following serial number
aWYEAP_OO

Automatically label volumes

©ves

# o

© ves, and overwrite existing volume labels

Last Updated By Last Updated On
TIPADMIN Feb 9, 2016 12:13:28 &M

¥ Share this library

Erﬂjrm a target reset when the server is restarted or when a library client or storage agent reconnects to
ME server

Ok Apply Cancel |

4 In the volumes section, click Add Volumes and click OK.

Libraries for All Servers Ml?
General
. Wolurmes
Drives . .
The table shows the volumes that have been checked into the library's volume inventory, & volume represents a

Library Paths single unit of storage media, such as a tape cartridge,

Drive Paths =z --- Select action -~ | | (~[Filter !
Volumes I Select ~ Name ~ Category =~ Owner =l add Volumes. .. t ~ Device Type ~| Media Type ~|
Cleaning Cartridges MNone Mualﬂv ToILmE. ..

Check Cut ¥olumes...
Refresh Table
--- Table Actions ——-  #

Fay
Page 1 of 1 1 GO | Rows |0 - Total: 0 Filtered: 0

Ok Apply | Cancel |




5 Enable the option, All of the volumes are labeled, and click Next.

 TSM-ISCSI Properties (WIN-8B1A4SA50SR) zl.?

&dd Wolume
=2 Check in volumes

A volume represents a single unit of storage media. All volumes must be internally labeled by Tivoli Storage

Manager, including those with external bar code labels. Yolumes must then be checked into a library before
they can be used.

Insert the volumes you want to use into the library or its entry-exit ports.
ot all of the wolumes are labeled. Label them now,
Il of the volumes are labeled, Just check them in,

< Back |I Mext » I Finish | Cancel |

6 Enable the option, Search for all eligible volumes in the library’s regular slots, and click Next.

| TSM-ISCSI Properties (WIN-8B1A4SAS0SR) K

wolume Search Options
= Check in volumes

Select whether to search for volumes that are not currently checked in. For a single volume, the server will

issue a mount request. Use the Yiew Operator Requests table action in the Libraries table to reply to the
mount request.

 Search for all eligible volumes in the library's entry-exit ports
earch for all eligible volumes in the library's regular slots
Request only this volume
Wolurne nare

= Back |I Mext >| Finish | Cancel I

On the Check in Volumes page, in the section Discover Eligible Volumes, select the option, Read bar
codes and check in all eligible volumes.

Select the Scratch option and click Next.

TSM-ISCSI Properties (WIN-8B1A4SA50SR) IR TR R

Check In Yolumes
. Check in volumes

The server will search the library to discover volumes that are not currently checked in. Yolumes currently
defined to the server cannot be checked in as scratch volumes. The check-in process will fail if a drive is not
available.

Use the following procedure to discover eligible volumes
ead bar codes and check in all eligible volumes,
© Read bar codes, but search only these volumes (separate volume namas with commas)

© Read bar codes, but search only the volumes found in the following file
© Read bar codes, but search only volumes within this range of names

Starting volume name

Ending volume name

© Mount volumes and read their labels (required for WORM tapes, except 3592). Check in all eligible volumes.

Give volumes the following status when checking them in
cratch - can be used to satisfy any request to mount a scratch volume
© private - can only be used to satisfy a request to mount the volume by name

< Back ||ml Finish | Cancel |




9 For Advanced Options, select the option, Do not prompt me to insert the tape volumes into the library, and

click Next.

TSM-ISCSI Properties (WIN-8B1A4SA50SR) SR TR

; Advanced Options
+ Check in volumes
= Advanced Options If this library is shared, select the server that will own the volumes being checked in.

Summary

& Prampt me to insert the tape volumes, Cancel the request if a reply is not issued within the following amount of time:
) Minutes

EJD not prompt me to insert the tape volumes into the library, They have already been inserted,

< Back || Mext = I Finish | Cancel

10 Click Finish.

TSM-ISCSI Properties (WIN-8B1A4SA50SR) SRR IR

; Summary
+ Check in volumes

« advanced Options The volume discovery process has started. To update volume information, open the library's properties

notebook and select the Yolumes tab.
2 Surmmary

¥olume discovery process started as process 16.
To view the status of the process open the server's properties notebook and select the Process tab.

< Back | Hext - ! Finish I Cancel |

11 Check that all the volumes are created.

TSM-ISCSI Properties (WIN-8B1A4SAS0SR) e
General
Drives Yaolurmes

The table shows the volumes that have been checked into the library's volume inventory. A volume represents a
Library Paths single unit of starage media, such as a tape cartridge.

Drive Paths = ——— Select Action —v - Filter )
Yolumes I

select ~ Mame ~ Category ~ Owner ~ Last Use ~ Home Element ~ Device Type ~ Media Type ~
Cleaning Cartridges C C J—— C E..C

r 6WyYEAPOOL Scratch 1,024 ECARTRIDGE
r Gy EAPD02 Scratch 1,025 ECARTRIDGE
r 6WYEAP0O03 Scratch 1,026 ECARTRIDGE
r BWYBAPOO4 Scratch 1,027 ECARTRIDGE
r 6WyYEAPOOS Scratch 1,028 ECARTRIDGE
r WY EAPDDA Scratch 1,029 ECARTRIDGE
r BWYEAPOOT Scratch 1,030 ECARTRIDGE
r 6WyYEAPOOS Scratch 1,031 ECARTRIDGE
r WY EAPODT Scratch 1,032 ECARTRIDGE
r BWYBAPOOA Scratch 1,033 ECARTRIDGE

S
Page 1of 1 1 G0 | Raws (10 = Total 10 Filtered: 10

QK | Apply Cancel |




Adding volumes to the storage pool

1 Go to the STORAGE POOL section, which was created earlier for the iISCSI target, and click Volumes.

' Storage Pools for WIN-8B1A4SA50SR

>l ?
General
5 X General
Migration | . .
& storage pool represents 3 collection of storage volumes of the same media type, & storage volume represents
Media management | the basic unit of storage, such a5 a tape cartridge or allocated disk space. Storage pools are used to designate
Ty | where all managed data will be stored,
Storage pool name

Statistics | [Tsm-15Cs1IPOOL

Advanced Options | Storage pool description

Simultaneous Write | ‘
Storage pool type
Primary, sequential access
Mext storage pool
-- Mone -- «
Device class name
TSM-DEVICE

Ok Apply | Cancel

2 In the Volumes section, click on Add Volume.
>l ?

Storage Pools for WIN-8B1A4SA50SR

General
Migration

Media management

Storage Pool volumes
The table shows volumes that have been added to this storage pool.

Yolumes

@ | --- Select Action ---+ ‘ (<[ Filter !

Statistics
Advanced Options

Simultaneous Write

Delete Yolurme

0K | Apply | Cancel |

Page 1 of 1 1 Go | Restore Yolume From Copy Poal...

Select A: Yolume Name A: Est] Add Yolume... I :Status A: Access “:
Mone 1 odify volume, .

Restore Yolume From Active-data Pool...
Audit Yolume. ..

Maowve Data...

Wiew Caontents..,

Refresh Table

--- Table Actions --- »

3 Provide the details of the volumes one by one in the volumes name field.

NOTE: Provide exactly the same volume name as present in the LIBRARY into volume name for the storage pool.




<TT

Add Storage Pool Volume

Add Storage Pool Volurme

*yalume name

¥ou can enter a description of the volume's location
[

™ Make this volume read-only

Libraries for All Servers 00:06:56.23 | 2

General
wolumes
Drives
The table shows the volumes that have been checked into the library's volume inventory. & wolume represents a
Library Paths single unit of starage media, such as a tape cartridge.
Drive Paths — Select Action —= | | (< Filter )
pelines Select ~ MName ~ Category ~ Owner ~ LastUse ~ Home Element ~ Device Type ~ Media Type ~
Cleaning Cartridges ki 3 & G G & & 0
r [Ewveapani|scratch 1,024 ECARTRIDGE
T swweap0O2 Scratch 1,025 ECARTRIDGE
T EWVBAPOD3 Scratch 1,028 ECARTRIDGE
T 6WYBAPOD4 Scratch 1,027 ECARTRIDGE
I swwBaPOO5 Scratch 1,028 ECARTRIDGE
7 &WVBAPODS Scratch 1,029 ECARTRIDGE
[T 6WWBAPOO? Scratch 1,030 ECARTRIDGE
©  swwBaPOOB Scratch 1,031 ECARTRIDGE
7 &Wv8APODY Scratch 1,032 ECARTRIDGE
r AWYAARNNA Srratrh 1.N33 FCARTRINGE L‘

4 Verify that all of the storage pool volumes are configured.

Add Storage Pool Volume <Y
General
Migration Storage Pool Molumes

The table shows volumes that have been added to this storage pool,

--- Select Action ---» ~[Filter )

Media management

all

Volumes

— Select A Yolume Name Estimate}:l Capacity ,.: Pgrcentage Utilizerd A: Status A: Access ,.

advanced Options sl 6WWEAPDOL 0 KB o Empty Read/Write

SfilienEas Wi (ol 6WYBARDD2 0 KB o Empty Read/Write
[ eWYBAPODD OKB u} Empty Read/write
[ EWYBAPODG OKe o Empty Read/Write
(ol EWYEAPOOS O KB [u] Empty Read/Mrite
(el 6WWEAPDDE 0 KB [u] Empty Read/Write
el 6WW3APDOT 0 KB a Empty Read/Write
sl EWWEAPDDR 0 KB u] Empty Read/Write
sl 6WYBARDOS 0 KB o Empty Read/Write
(ol BWYBARPDOA 0 KB o Empty Read/Write

o
Page 1 of 1 1 Go Rows |10 — Total: 10 Filtered: 10

O Apply Cancel

Creating the policy domain for iSCSI VTL

Follow the steps as described in the preceding Policy Domain creation section of this document.

Creating the client node for iSCSI VTL

Follow the steps as described in the preceding Client Node creation section of this document.



Using the backup and archive GUI

1 On a client machine, open the Backup-Archive GUI, provide the user ID and password details that were
described previously.
T5M Login

= Login into a TSM server

Userid: [2Kerz2-02

Fassward: |

Login I Cancel | Help |

When you have logged on, the Backup button is enabled. The Backup and restore manager is ready to
perform.

-ﬁ: IBM Tivoli Storage Manager [ O] |

Tivoli Siorage Manager File Edit ] Utilities

Wyeloome to 1B Tivall Storage Manager. Click below to perform a task.

Backup Archive
Backup and Restore copies of data that are Archive and Retrieve copies of data that are
frequently updated. preserved for a specific period of time

Backup Archive

Caopies files to serer storage to Creates an archive copyin

prevent loss of data long-term storage

Restore

Retrieve
Restores saved files fram Retrieves an archive copy from
server storage long-term storage

When you have successfully completed the steps above, you have configured the DR Series system for
Tivoli Storage Manager. The next time the client is scheduled to back up it will back up to the DR Series

system(s). See Appendix B of this document for additional best practices.



Setting up the DR Series system

cleaner

Performing scheduled disk space reclamation operations are recommended as a method for recovering disk

space from system containers in which files were deleted as a result of deduplication.

The system cleaner runs during idle time. If your workflow does not have a sufficient amount of idle time on a

daily basis, then you should consider scheduling the cleaner to force it to run during a scheduled time.

If necessary, you can perform the procedure shown in the following example screenshot to force the cleaner to
run. After all of the backup jobs are set up, the DR Series system cleaner can be scheduled. The DR Series
system cleaner should run at least 40 hours per week when backups are not taking place, and generally after a

backup job has completed. Follow these steps to add a cleaner event on the DR Series system.

1 On DR series GUI select System Configuration then click Schedules

OueSt dDrgi?)ggg.testad.ocarina.Iocal
GlobalView »  Active Directory
Dashboard 4 Client Connections
Containers » Date And Time
Replications » Enclosures
System Configuration 4 Licenses
Support » Networking

09/26/2017 20:21:25 I
US/Pacific-New SSL Certificate
Storage Groups
Users




2 On the Action Menu in the upper right corner of the page, select Add Cleaner Event.

DR6300 administrator
Ouest dr6300-45 testad.ocarina.local testad.ocarina local e

GlobalView *  Schedules I Add Cleaner Event I

Dashboard 3 Add Replication Event

e Cleaner status: Pending i Cleaner Schedule a1l ~ M Source Replication Schedule Al ~ M Target Replication Schedule Al Add Multiple Replications
ontainers »
‘Add Multiple Cleaners
i Sun Mon Tue Wed Thu Fri
Replications » 3:00 B Run Cleaner Now
System Configuration »
4:00 ® Log Out
Support »
5:00
00/26/2017 20:22:37
US/Pacific-New 6:00
7:00
8:00
9:00
10:00
11:00
12:00

3 Enter the day, start time, and end time for the cleaner event, and then click Save.

DR6300 administrator H
Quest r6300-45 testad ocarina local testad.ocarina.jocal oo
GlobalView »  Schedules
Dashboard

Cleaner status: Pending W Cleaner Schedule Al + M Source Replication Schedule Al ~ M Target Replication Schedule Al =

Containers 3
Replications » & New
System Configuration »

© Only one cleaner event is allowed per day.

Support >
Set event from start day] Monday vat 14 v 00 '|losnd day” Thursday — ~|at 14 ¥ : 30 ~

09/26/2017 20:24:20
Us/Pacific-New

4:00

5.00
8:00
7:00

7.30 - Cleaner

8:00
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Monitoring deduplication,

compression, and performance

After backup jobs have completed, the DR Series stracks capacity, storage savings and throughput on the DR
Series system GUI dashboard. This information is valuable in understanding the benefits of the DR Series

system.

NOTE: Deduplication ratios increase over time; it is not uncommon to see a 2-4x reduction (25-50% total
i savings) on the initial backup. As additional full backup jobs complete, the ratios will increase. Backup jobs with

a 12-week retention will average a 15x ratio in most cases.

€ OR hittps//10.250.236.162/#/Dashboard @  Q Search oTBe ¥ &F 9 =
DRE300 administrator s
Quest dr6300-45 testad.ocarina.local testad.ocarinalocal Mo ¢
GlobalView v Dashboard
l Dashboard »
Capacity rgmm | Storage Savings & Zoom=
Containers » - -
Replications . [ — Tolal (16 9 TB) 100 — Total Savings (0%)
— Used (0.02 TB)
System Configuration » == Encrypled (0.02 TB)
10
@
Support » = = 50
09/26/2017 20:26:35
US/Pacific-New
925 1930 1935 1940 1945 1950 1955 2000 2005 2010 20015 2020 2 925 1930 1935 1940 1945 1950 1955 2000 20056 2010 2016 2020 2
Tue 26 September Tue 26 September
Throughput System Usage @ zoom~
—  Read (0 MiBis) 100 — CPU(105%)
—  Write (0 MiB/s) —  Memory (42 27%)
4
&
25 £
925 1930 1935 1940 1945 1950 1955 2000 2005 2010 2015 2020 2 925 1930 1935 1940 1945 1950 1955 2000 2005 2010 2015 2020 2
Tue 26 September Tue 26 Seplember

Oy ant. o




Appendices

A - Configuring CIFS authentication

This appendix describes the steps for sync-ing CIFS authentication between the Tivoli Storage Manager service

account and the DR Series system.

There are two methods for allowing the Tivoli Storage Manager service account to authenticate to a DR Series
system.
e Integrate the Tivoli Storage Manager Media Server and DR Series system with Active Directory.
m  Ensure the AD user has appropriate ACLs to the DR4X00 Container
m  Set the TSM Server service to run with <Domain\User>
e Sync local usernames and passwords between the DR Series system and the Tivoli Storage Manager

media server. To set the password for the local CIFS administrator on the DR Series system, log on to

the DR Series system using SSH.
m  Logon with the credentials: administrator/StOr@ge!

m  Run the following command: authenticate --set --user administrator

ser administrator

When an authentication method has been selected, set the Tivoli Storage Manager service account to use that

account.
1 Launch the Microsoft Services Snap-in. (Start > Run > Services.msc > Enter).

2 Locate the TSM Server Service (Right-click > Properties > Logon tab.)



T5M Serverl Properties {Local Computer) [ %]
General LogOn I F\ecovelyl Depandencles'

Log on as:

" Local Spstem account

= Allow service o nteract with desktop

@ This account; | ciristralon | Erowse.

Help me confiqure user account log on options

ak. I Cancel | Apply |

Note: If you are using local sync’ed accounts instead of an Active Directory account, make sure that there is a “.\"in front of the

user name.
3 Click OK.

4 Right-click the TSM Service process, and click Stop/Start to restart the process.

B - Best practices/considerations

Deduplication and compression

The DR Series system has inline deduplication and Compression built-in and does not require any additional
deduplication/compression to be done ahead of data being written to the DR Series system. The system will

remove any redundancies in the data before the data is stored on disk and then compress the data blocks.

Enabling deduplication/compression before the data stream is sent to the DR Series system will cause the data
to be obfuscated, not allowing the system to achieve optimal savings. It is highly recommended that

deduplication/compression is not done before the data stream is sent to the DR Series system.

Encryption

The DR Series system supports encryption-at-rest; hence there is no need to enable encryption for the data

management application.

Enabling encryption before the data stream is sent to the DR Series system will cause the data to be obfuscated,

not allowing the DR series devices to achieve optimal savings. It is highly recommended that encryption is not



done before the data stream is sent to the DR Series system. It supports encryption on the wire for transferring

data to remote sites using replication.

Space reclamation

For optimal performance, DR Series system and Tivoli Storage Manager backup and space reclamations jobs

should be scheduled to happen at different times.

C - Configuring the tape library devices

on Linux

After installing the required device drivers for medium changer and drive, we need to configure tape Library with
TSM Server. There is need to figure out the device IDs for respective devices so that Library can be defined in
TSM.

In Windows server, there is a command utility “tsmdlst” which lists all the devices along with their IDs. The same
can be done in Linux TSM server with “Autoconf” utility located at ‘/opt/tivoli/tsm/devices/bin’. If “Autoconf” utility

is not working, need to define library manually in the TSM server as follows.
Please see the following link for more details:

http://publib.boulder.ibm.com/tividd/td/ITSML/GC23-4692-02/en_US/HTML/anrlqs52254 .htm
To configure the Tivoli Storage Manager device drivers for selected tape drives and libraries, do the following:
1. Verify that the device is connected to your system, and is powered on and active.
2. Ensure that the Tivoli Storage Manager device driver package (TIVsm-tsmscsi-x.x.x-x) is installed for
your corresponding architecture.

Get the required driver software from IBM fix central site - https://www-945.ibm.com/support/fixcentral/

3. Copy the two sample configuration files that are located in the installation directory from mt.conf.smp

and Ib.conf.smp to mt.conf and Ib.conf, respectively:

For drives:

> cp /opt/tivoli/tsm/devices/bin/mt.conf.smp
/opt/tivoli/tsm/devices/bin/mt.conf


http://publib.boulder.ibm.com/tividd/td/ITSML/GC23-4692-02/en_US/HTML/anrlqs52254.htm
https://www-945.ibm.com/support/fixcentral/

For libraries:

> cp /opt/tivoli/tsm/devices/bin/lb.conf.smp
/opt/tivoli/tsm/devices/bin/lb.conf

4. Edit the mt.conf and Ib.conf. Add one stanza (as shown in the example at the top of the file) for each
SCSI target ID and LUN combination for which you want the device driver to probe for supported tape
drives, and for each autochanger device in the system that you want the server to use.

5. To load the device driver, run the tsmscsi script from the device driver installation directory.

> cd /opt/tivoli/tsm/devices/bin ./tsmscsi

Then all the devices will be listed in following location —

TSM drives /dev/tsmscsi/mt#
IBM drives /dev/IBMtape#

TSM Library  /dev/tsmscsi/lb#

Change the permissions of the devices to avoid IO error during Library configuration —
chmod 777 /dev/tsmscsi/*
chown tsminstl:tsmsrvrs /dev/tsmscsi/*
chmod 777 /dev/IBM*

chown tsminstl:tsmsrvrs /dev/IBM*

Note: tsminst1 and tsmsrvrs are the user and group resp. created for TSM installation.



