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Executive summary

This document provides information about how to set up the DR Series system as a backup target for Veeam® Backup &
Replication™ software.

For additional information, see the DR Series system documentation and other data management application best
practices whitepapers for your specific DR Series system at:

http://support.quest.com/DR-Series

Note: The DR Series system and Veeam screenshots used in this document may vary slightly, depending on the DR
Series system firmware version and VVeeam version you are using.
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1 Installing and configuring the DR Series system

1. Rack and cable the DR Series system, and power it on.

2. Inthe Dell DR Series System Administrator Guide, see the following sections for information about using the
iDRAC connection and initializing the appliance.
e “iDRAC Connection”,
e  “Logging in and Initializing the DR Series system”
e  “Accessing IDRAC6/ldrac7 Using RACADM”

3. Logon to iDRAC using the default credentials (username: root and password: calvin) and either:
e the default address 192.168.0.120,
e orthe IP address that is assigned to the iDRAC interface

4. Launch the virtual console.

[ < < < < <l <<

5. When the virtual console is open, log on to the system as the user administrator with the password StOr@ge!
(The “0” in the password is the numeral zero).
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6. Set the user-defined networking preferences as needed.

7. View the summary of preferences and confirm that it is correct.

IP Addre

Network Mask

Jefault Gatewa

8. Log on to the DR Series System administrator console, using the IP address you just provided for the DR Series
System, with the username administrator and password StOr@ge! (The “0” in the password is the numeral
zero.).

dr4300-17.ocarina.local

Dell D30
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9. Join the DR Series system to your Active Directory domain.

Note: If you do not want to add the DR Series system to Active Directory, see the DR Series System Owner’s Manual
for guest logon instructions.

a. Inthe left navigation area, click System Configuration > Active Directory.
b. On the Active Directory page, click Join.

o=n e
' Lied ~ |
c. Enter your Active Directory credentials and click Join.
Dell DRASO0 Active Directory administrator

Domain Name (FQDN)

Username @ | Required
nfiguration

Password @ Re

Org Unit

2
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2 Creating and configuring target container(s) for Veeam

1.

2.

3.

Select Containers in the left navigation area of the DR Series system GUI, and, on the Action Menu in the
upper right corner, click Add Container.

All Containers =

Add Container

Actions

Access Protocol 3 Connection Status &

Replication &

Not Configured n w
networker cifs_nw Networker CIFS Available Mot Configured n E n
networker isesivel MNetworker VTL IsCsI Available Hot Configured n ﬂ Hn
DefaultGrovp maint None cIFs Available Hot Configured u ﬂ
networker ndmp Netwiorksr VTL NOMP Available Net Configurad n ﬂ ﬂ n
networker nfs1 Netwarker NFS Available Net Configured n ﬂ ﬂ
pravin savings Auto VTLFC Available Mot Configured n E n n
nbu tsm-isc None VTL I5CSI Available Not Configured n ﬂ H n

8 ftem(s) found. Display 10 = elements per page.

Storage Group & Container * Marker Type &

@ Log Out

NFS,CIFS Available Available

Auto

1 DefaultGroup backup

Enter a Container Name, and, for Access Protocol, select NAS (NFS, CIFS). Click Next.

All Containers

administrator

+ Add Container

Storage Group veeam -

Access Protocel @ | NAS (NFS, CIFS) -

Container Name @ ‘ sourcel

2

All Containers administrator

# Add Container - source

Access Protocols & NFs & CIFS

Marker Type Auta -

2

iguration
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4. Enter the backup container information for NFS options as needed, and then click Next.

All Containers

+ A ource

1
NFS Options @ Read Write Access O Read Only Access
Map Root To | Administrator -
Client Access @ Open (allow all clients) O Create Client Access List

Client FQDN or IP Address

Allow Clients

D

% Cancel

5. Enter backup container information for CIFS options as needed, and then click Next.

All Containers

CIFS Client Access @ Open (allow all clients) O Create Client Access List

Client FQDN or IP Address

Allow Clients

6. Confirm the settings and click Save.
I C B —
@ i ntainers administrator

+ Add C

Storage Access Protocol

Storage Group veeam

S — Access Protocol NAS (NFS, CIFS)

Container Name source

Configure NAS Access & Marker

NAS Access Protocol NFS, CIFS

Marker Type Auto

Configure NFS Client Access

NFS Options Read Write Access

Map Root To Administrator

Client Access Open (allow all elients)
Configure CIFS Client Access

Client Access Open (allow all clients)
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7. Confirm that the container is added.

nta

° Success Succrufully added containes “wurce”. Container i beieg eitablihed. Information updates. may b brielly detayed uetl the process is fully completed

Container * Access Protocol § Connection Status $

Replication &

Storage Group 3 Marker Type &

DafaultGroup Backup Aute NFS,CIFS Anvlanie, Avatlable Mt Configured n ﬂ n
— e — ors ptaie Yot Conipued o
— i — s st Vet Caied oEano

DefaultGroup mainl Hane CIFS. Anailable Mot Configured

networker nemp Hetworker NTL NDWP Aailable Mot Configured

networker nfsl Hetworker NFS Available et Configured n ﬂ ﬂ

pravin avings Auto VTLFC Avwilanie et Configured n ﬂ n n

vesam wurce suto HES,CIFS Aailasle, Available Kot Configured (o | @ s | |
nby tameise Hone VTL I5CH Available Mot Configured n ﬂ n n

9 Itemiz) found. Display 10 = siements per page. 4 >
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3

Setting up Veeam

Notes:
To maximize the DR Series system and VVeeam deduplication savings, you should use the exact settings in this guide

for all the data being backed up. The backup data will change format completely when backup settings are changed.
Hence, to get accurate savings numbers, all the data should be backed up with the same settings.

1. Open the Veeam Backup & Replication console.

2. Inthe Backup Infrastructure section, right-click Backup Repositories, and click Add Backup Repository.

VEEAM BACKUP AND REPLICATION

0LS

BACKUP REPOSITORY

2B X €E
= ] = t¢
Add Edit Remaove Rescan  Upgrade
Repository Repository Repositary | Repository

Manage Repasitory Tools

BACKUP INFRASTRUCTURE Q Type in an object name to search for

[ Backup Prosies HAME & TYRE HOST PATH CAPACITY FREE  DESCRIPTION

5 Backup R Default Backup Rep.. Windows DI A-serverlte..  C\Backup 598.7 GB T97GB  Created by Veearn Backup
= =" Add Backup Repositony..,
i Scaloulie wlf 5OUITE CIFS 1110.250.241.23... 78TB 6.0TB  Created by DMA-SERVERT\Adrministrator at 3/2/2..

En WAN Accslerators
@ Service providers
4 ([, SueBackup
I Application Groups
b Vituel Labs
4 (‘5‘1 Managed servers
b FE VMware vSphere
[l Miciosoft Windows

11
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3. Enter a name for the DR Series system container repository and click Next.

4+ Name
a Type in a name and description for this backup repozitory.

MName:

sOUIce

Type
Description:
Created by RAMATEJ AW 2 E\Administrator at 9/24/2015 9:53 AM.

Share

R epositary

wPower MFS
Rervienw

Apply

| < Previous || Mext > || Finigh

4. For a CIFS container, select Shared folder as the type of backup repository, and click Next.

+ Type
g Choase type of backup repasitary you want to create.

Mame ) Microsoft Windows server [recommended)

Microsaft Windows server with internal or directly attached storage. Data mover process running
directly on the server allowes for improved backup efficiency, especially over slow links.

5
S Linux server [recommended]

Fepositon Lirue server with intemnal, directly attached, or mounted NFS storage. Data mover pracess unning
directly on the server allows for more efficient backups, especially over glow linkz.

wPower NFS
Shared folder

Rieview CIFS [SKB) share. When backing up over glow links, we recommend that pou specify a gateway
zerver located in the same site with the shared folder.
Apply

) Deduplicating storage appliance

Advanced integration with EMC D ata Domain, ExaGrid and HP Store0nce. For basic integration,
uze the Shared folder option above.

< Previous | | Mest > | | Firizh | | Cancel

12 Setting Up the DR Series System on VVeeam | June 2017



5. (For CIFS) In the Shared folder field, enter the DR Series system container share UNC path (or TCP/IP
address to replace hostname), select the Gateway Server, and click Next.

4 Share
Tupe in UNC path ta share [mapped drives are not supported). specify share access credentiale and how backup jobs should
wirite: data to thiz thare.

Mame Shared folder:
[\410.250.241.229\source | [ Browse.. |

Type
[#] This share requires access credentials:

t:i Credentials: |@Adminisnatm (dministrator, last edited: 9/15/: v| Add...

Manage accounts

Repositony

vPower NFS

Review
Gateway server

Appl ; .
PRY @ Automatic selection

) The following server;

|This FEMVET

Llze this option to improve performance and reliability of backup to a MAS located in a
Temaote site.

< Previous | | Mext > | | Finizh | | Cancel

Note: The Veeam Server is supported on the Windows platform only. To configure an NFS container from the DR
Series system as a backup repository, you need to add the Linux server where the NFS container would be mounted.

6. (For NFS) Select Linux Server (recommended) as the type of Backup Repository, then click Next.

a Choose type of backup repository you want to create.

Name ) Microsoft Windows server (recommended)

wwwmnwwmmw Ddlmwu'pmcmm
e arect onthe server alows for mproved backup of over sowlrks.
Server

® Linux server (recommended)

Reposdory Linuo sarver with intemal, directly attached, or mounted NF5S storage. Daamprwmmhg
diractly on the server allows for more efficient backups. espacially over slow links.

vPower NFS
) Shared folder
Review CIFS {SME) share. When backing up over siow links. we recommend that you speciy a gateway
server located in the same site with the shared folder.
Apply

) Deduplicating storage appliance
Advanced integration with EMC Data Domain, ExaGrid and HP StoreOnce. For basic integration,
use the Shared folder option above.

13
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7. Add the New Repository server (Linux) or select the server from the list if added already.

< Server
] Choose server backing your repository. “You can select server from the list of managed servers added to the console.

=

Repository server:
10.250.213.24 [Created by DMA-SERVERT\Administrator at 3/22/2016 556 AM + | | Add Mew. . |

Path - Capacity Free Populate

Repositon
Mount 5 erver
Fieview

Apply

| < Previous || Mext > || Finizh || Cancel |

8. Mount the DR Series system NFS Container on this Linux server, and enter the container mount path as the
Backup Repository.

+ Repository
a Type in path to the folder where backup files should be stored, and zet repository load control options.

M ame Location
Path to folder:
Tupe: |a"rnnta"nfs| || Browse. .. |

Server g Capacity: Populate

UReET Load cortral

Fevi Flunning too many concurrent jobs against the same repository reduces overall performance, and
SR may cause storage |/0 operations to imeout. Control repository zaturation with the following

Apply [W] Lirnit masirnurn concurment tasks to;

[ Limit combined data rate ta: MEB/s

Click Advanced to customize repository settings

< Previous || Mext > || Finish || Cancel |
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9. To customize the repository settings, click Advanced.

Edit Backup Repository

- .=|ﬂr-. Repository
[

p::i Type in path to the folder where backup files should be stared, and set repository load control options.
;

Hame Location
T
pe 410250 241,220 saurce
Shaie @ a Caparity: Populate
Repositary Free space:
Ll Load control
5 Fiunning too many concuirent jobs against the same repository reduces overall performance, and
G may cause storage |/0 aperations to timeout. Control repository saturation with the fallowing
Apply Lirnit masimum concurent tasks to: 4 £
[ Limit combined data rate ta: MB/s

Click Advanced to customize repositary settings

< Previous | |

Mext > | | Finish

| | Cancel |

Note: Refer to the DR Series System Interoperability Guide for information on maximum concurrent jobs supported
for CIFS/NFS for your DR Series model. The maximum concurrent tasks also depend on the number of CPU cores of
the Veeam Server. To run more tasks in parallel, you can add more Backup proxy servers to the VVeeam server.

10. Select the option, Decompress backup data blocks before storing.

Note: Clearing the selection for the Decompress backup data blocks before storing option can increase your overall
deduplication storage capacity usage. It is not recommended to switch these settings after the data has been written to

the DR Series system.

Edit Backup Repository

- Repository
== i - .
1 Tteeinpath Storage Compatibility Settings
|
] Align backup file data blocks
Hame Allows to achieve better deduplication ratia on deduplicating storage
devices leveraging constant block size deduplication. Increases the
Type backup size when backing up to raw disk storage.
sh Decompress backup data blocks before storing
are
WM data is compressed by backup prosy accaording to the backup job
R it campression settings to minimize LAM braffic. Uncompressing the data
epastory befare storing allows for achieving better deduplication ratio on most
deduplicating storage appliances at the cost of backup performance.
Mount Server
Review
Apply
Use per-'¥M backup files
Perh backup files may improwve performance with storage devices
benefiting from multiple /0 streams. This iz the recommended getting
when backing up to deduplicating storage appliances

i overall performance,
the following settings:

x|

FPopulate

| < Previous | | Mext » ‘ |

Firizh

|| Cancel |

Warning: Do not change the Align backup file data blocks setting after backups have been taken as this can impact

deduplication savings for further backups.
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11. Select the option, Use Per-VM Backup Files Chains, for a new backup repository option, which makes any
backup job that is writing to a repository store each VM’s restore point in a dedicated backup file. If you decide
to create separate backup files for VMs in the job, make sure that you enable parallel data processing.

Edit Backup Repository 2
Repository
= i — _
& Type in path Storage Compatibility Settings -
==
[T] Align backup file data blocks
Name Allows to achieve better deduplication ratio on deduplicating storage
devices leveraging constant block size deduplication. Increases the
Tvpe backup size when backing up to raw disk storage.
oh Decompress backup data blocks before storing
are
WM data is compressed by backup prowy according to the backup job Fapulate
R i compression settings to minimize LAM traffic. Uncompressing the data
epostany before staring allows for achieving better deduplication ratio on most
deduplicating starage appliances at the cost of backup perfarmance.
Mount Server
i overall performance,

. the followi things:
Fevien e following settings
Apply

Use per-¥M backup files
PertM backup files may improve performance with storage devices
benefiting from multiple |/0 streams. Thiz is the recommended zetting
when backing up to deduplicating storage appliances.
[0 ][ caen ]
| < Previous | | Mest » | | Finish | | Cancel |

Note: This enables multiple write streams within a single job with parallel processing enabled. Enabling multiple
streams dramatically improves overall job backup performance. So it is recommended to use per-VM backup files
options for better backup throughput.

12. Click OK and Next.
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13. Select the option, Enable vPower NFS Server for Instant Recovery to work.
For CIFS, enable the option as shown below:

Edit Backup Repositony -

e vPower NFS

£
. Specify vPower MFS settings. wPower MFS enables running virtual machines directly from backup files, allowing far advanced
[; functionality such as Instant VM Recovery, SureB ackup, on-demand sandbox. U-A1R and multi-03 file level restore.

Name vPower NFS

Type Enable wPower NFS server recommended)

Chars | This server v |
. Specify vPower MFS raat folder. Wwiite cache will be stared in this falder. Make sure the

Fepasitary selected volume has at least 10GB of free disk space available.

vPower NFS Folder: | £ lveaam? | ‘ Browse. |

Fieview

Apply

Click Manage to change vFower MFS management port

Click Parts to change vPower NFS service ports

< Previous | | Next > | | Finish | | Cancel ‘

For NFS, enable the option as shown below:

New Backup Repository -

Specify a zerver to mount backups to for fle-level restores. vPower NFS service allows for inning wirtual machines directly from
backup files, enabling advanced functionality such as Instant WM Recovery, SureBackup and On-Demand 5 andbox.

+ Mount Server
il
il

Mame Mount server

| Dt4-zerver! testad. ocanina local [Backup server) W
Type
Server Enable wPower MFS zervice on the mount server [recommended)

i Specify vPower NFS write cache location on the mount server. Make sure the selected volume
Repositary haz enough free disk space available to store changed disk blocks of instantly recovered Whis
(¥t Sarean Folder: ‘ C | veaamadata | | Browss. ..
Review
Apply

Click Ports ta change NFS server and backup mount liztener ports

17 Setting Up the DR Series System on Veeam | June 2017



14. On the review page, verify the settings, and click Next to apply changes.
Edit Backup Repository -

a4 Review
[
p::i Please review the settings, and click Mext to continue.

Mame Backup repository properties:
Feposzitory type: CIFS
Type
Mourt host: This server
Share Account: Administrator
Repositary Backup folder: 10250241 229 source
Power NFS wirite throughput: Mot limited
Max parallel tagks: 4
Review
P The following components will be processed on server This server
pply
Installer already exists
wPower MFS already exists

[ Import existing backups automatically

| < Previous || Mest > || Finizh || Cancel |

For an NFS Container Repository, the Review page will look like the following:
MNew Backup Repository -

Review

- Flzaze review the settings. and click Mext to continue.

Mame Backup repositony properties:
Reposzitary tppe: Linux
Type .
Moaunt hast: DMA-server] testad.ocarina.local
Server Account: root
Repositary B ackup folder: /mnt/veeam
Wirite: thraughput: Mot limited
Maount Server
Max parallel tasks: 4
Review i . .
The following components will be processed on server Dhdd-server] testad ocarina. local:
Apply Tranzport already exists
wPower NFS already exists
Mount Server already exists

[] Impart existing backups automatically

< Previous | | Mext >

15. Click Finish.
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4= Apply
a Pleasze wait while backup repositony iz created and zaved in configuration. This may take a few minutes. ..

MHame Log:
Meszsage Duration
Type & Redistering client RAMATEJAW12VE for package vPower NFS
Share 0 Digcovening installed packages
OAII reguired packages have been successfully inztalled
Repasitary & Detecting server configuration
0 Reconfiguring vPower MFS service
wPower MFS OEreating configuration database records for inztalled packages
OEreating database records for repositony
Fiewview

OBackup repozitony has been added successfully

| < Previous || Mext > || Firizh || Cancel |

16. On the Backup & Replication menu, go to Jobs > Backup, and right-click Backup to create a new backup job.

KUP AMND REPLICATION

HOME VIEW
L2 g r A
Backup Replication Backup VM  File | Restore Import Failover
Job Job Copy Copy Copy Backup Plan
Primary Jobs Auxiliary Jobs Restore Failaver Plans
BACKUP & REPLICATION Q) Type in on sbject name to search for
E} Instant Recoven (1) MAME L TYPE OBJECTS STATUS LAST RESULT  MEXT RUM TARGET
4 T Jobs ﬁsﬂurcehatkup Whiware Back.. 1 Stapped Success <not scheduled» source
pei
= W
P i EACET—
& Disk
a [@ Last 24 hours
E; Running 1)
(%} Success

19
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17. Enter the Name for the Backup job and click Next.

Name
= Type in a name and description for this backup job.

M ame:
Isourcebackud I
irtual Machines
Description:
Storage
Created by DMA-SERVERT\Administrator at 37242016 1:17 Ak

Guest Processing

Scheduls

Summary

|<Previous || et > || Finish || Cancel |

18. Select one or more virtual machines, data stores, resource pools, vApps, SCVMM clusters, etc. for backup and

then click Add.
? I | Yirtual Mac
Select virtual ] at autornatically changes
= m az you add n Select objects: ||@| wpl @
4 fg'.'i Hosts and Clusters
Name 4 5 10,250 240,226
[ |§|§| Hyd-Datacenter Add. .
[ |§|§| Production Vhiz e
Storage [+ |§|§| SaN
b |§|§| Template Enclusions
Guest Proceszing
A |§|§| veeam-test
Schedule 4 E 10.250.212.25

b (@ VitualLab

= ¥ Down
[ drmathel7-

Summary

D'_'i drna-zerver]

EII_‘? ramtej-ul2-v1

=
b=l

Recalculate

Total size:
’W‘ 0.0 KB
I oaad N[ cance | o Concel
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19. Select the DR Series system container share as the Backup Repository for this job, and click Advanced.
MNew Backup Job -

Storage
= Specify procezsing proxy server to be uzed for source data retieval, backup repository to store the backup files produced by this
m iob and customize advanced job settings if required.

M arne Backup prosy:
|Aut0matic selection | | Choosze..

Yirtual Machines

e — B ackup repositary:
zource [Created by DMA-SERVER1\Administrator at 3/2/2016 1:09 AM.) w
Guest Processin e —
g = FGOTEfeeof 78TE Map backup
Scheduls
Retention policy
Summay Restore points ko keep on disk: 14 4

[] Caonfigure secondary destinations for this job

Copy backups produced by this job to another backup repositony, or to tape. Best practices
recommend maintaining at least 2 backupsz of production data, with one of them being off-site.

Advanced job settings include backup mode, compression and deduplication,
block size, notification settings, automated post-job activity and other settings.

| < Previous | | Mext =

20. On the Backup tab, make sure Incremental is selected.

Note: It is recommended to enable Active Full backups once a week. The active full backup produces a full backup of
a VM just as if you ran the backup job for the first time. The active full backup resets the chain of incremental backups.
All subsequent incremental backups use the last active full backup as a new starting point. A previously used full
backup file remains on disk until it is automatically deleted according to the backup retention policy.

. x
Advanced Settings - I—I
Storage
= Specify pn Backup Maintenancel Starage INotifications | vwSphere | Integration | 8% up files produced by this

job and cu
Backup mode

) Reverse incremental [slower]
Increments are injected into the full backup file. so that the latest
backup file is alwayz a full backup of the most recent i state.
El l ded)

Increments are saved inta new files dependent on previous files in the :I
chain. Best for backup targets with poor random 1/0 performance. hd

Mame

Wirtual Machines

Storage

Guest Processing . .
[] Create synthetic full backups periodically Daps... Ekup
Schedule

Transform previous backup chaing into rollbacks
Summary

fictive full backup
Create active full backups periodically Best practices

] em being off-site.
() Monthly on: | First Monday Months...

® wWeekly on selected days:

o [l |
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21. On the Storage tab, do the following:
a. Under Deduplication, select Enable inline data deduplication.
b. Under Compression, set the Level to None.
¢. Under Storage optimizations, set Optimization to LOCAL target.

_ x
Advanced Settings - I—I
Storage
Specify pr | Backup I Maintenancel Storage | Motifications | wSphere I Integration I 12 up files produced by this
= job and cu
D ata reduction
. Enable inline data deduplication [recommended]
ame .
Exclude zwap file blocks [recommended) :I
003E...
Yirtual Machines Exclude deleted file blacks [recommended)
Compreszion lewel:
St &
=EE: Mane I v | »
Guest Processing Dizabling comprezsion reduces performance dus to increased amount of
data that must be transferred to the target storage. Flup
S chedule Storage optimization:
| Local tanget W |
Summary

Best performance at the cost of lower deduplication ratio and larger
incremental backups. Recormmended for direct-attached storage.

E ncrpption
] Enable backup fils encryption Best practices
em being off-zite.
Add..
1 Manage passwords
Save Az Default I 0K I | Cancel |

Note: For Advanced Settings, between backup performance and deduplication savings, if overall space/storage savings
is the focus, it is recommended to choose the options for all of the backup jobs.

For Veeam deduplication: Normally, turning off encryption, compression, and deduplication is recommended for most
backup software. However, with VVeeam, you should enable deduplication as Veeam runs deduplication for data block
sizes 512 KB or above; and, deduplication of these large block sizes does not heavily impact DR Series duplication
results. In addition, this reduces network bandwidth utilization when VVeeam sends data to the DR Series system, so it
benefits the backup practice overall.
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22. Click Next.

Guest Processing
= Chooze guest 05 processing options available for running Whis.

Mame [] Enable application-aware processing
Quiesces applications using Microzoft %S5 to ensure ransactional consistency, performs
“irtual Machines trahsaction logs processing, and prepares applcation-specific WSS restore procedure.

: Customize application handling optiohs for individual Wks and applications Applications.
torage
["] Enable guest file system indexing

_ Creates catalog of guest files ta enable browsing, seanching and 1-click restores of individual files.

Indexing is optiohal, ahd is not required ta perform instant file level recoveries.

Customize advanced guest file system indexing options for individual Vi

Sumimary Guest 05 credentials

Schedule

][ Add.

Manage accounts

Customize guest 05 credentials for individual Wiz and operating spstems Creden

Guest interaction prosy:

Automatic selection || Chooge... |

< Previous | | Mext > | | Finizh | | Cancel |

23. Schedule the backup and click Create.

Schedule
%l Specify the job scheduling options. If pou do not et the schedule, the job will need to be controlled manually.

Mame [ Bun the job automatically
(® Diaily at this time: |1D:DD Pt | |Ever_l,lda_l,l v| | Dlays... |

Wirtual Machines

B O Manthly at this time: |1D:DD Frd E| |Fourth v| |Saturda_l,l v| | Maonths. . |

Guest Processing O Periodically eveny: |1 v| |H0u[s v| | Schedule. . |

O After this job: | wizifs] [Created by TESTADWadministratar at 2417/2015 408 &M.) |

Surnmary Atarmatic retry

Fietry failed Whs proceszing: times

Wait before each retry attempt for minutes

B ackup windaw

[ Teminate job if it excesds allowed backup window

If the job does not complete within allocated backup window, it will be
terminated to prevent snapshot commit during production hours,

< Previous | | Create | | Finizh | | Cancel |

23 Setting Up the DR Series System on Veeam | June 2017



24. Click Finish.

Summary
= The job’s settings have been zaved zuccessiully. Click Finish to exit the wizard.

Mame Summary:
i . Name: sourcebackup
Wirtual M achines Target Path: WW10.250.241.22 % ource
Type: YMware Backup
Starage Source ikems:

dma-rhel7-+1 [10.250.240.226]

Guest Processing

Schedule 1d1b8598-c4a7-41 a0-b342-13e589a06554d

[ Run the job when | click Finish

Command line to start the job on backup server:
"C:AProgram Files'eeam'\B ackup and Replication'B ackupeeam B ackup.tanager exe' backup

| < Previous ||

Mewt > | | Firiish | | Cancel

25. To run backup manually, right-click the backup job configured, and select Start.

=5 HOME VIEW JoB

BGe5 ) B8 X
»
IZ. =) |¢II > °
Start Stop Retry Active | Statistics Report | Edit Clone Disable Delete
Full

Job Control Details Manage Job

BACKUP & REPLICATION Q Tupe in an object nowme to search for
E. Instant Recovery (1] HAME L TVPE OBJECTS

4 %Jobs @sourcebackup Whiware Start
2 Back ]

{Z Backin 5 Step

4 Eé;Backups -

v e Retry
= Disk .

4 [ Last 24 hours & cteFul
[*} Running (1) [l Statistics
@Success Repart

Disable
@ Clone
ﬁ Delete
7 Edit

VEEAM

STATS LAST RESULT
Stopped Success

MEXT RUN TARGET

<not scheduled» source
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4 Setting up DR Series native replication and restore from a
replication target container

4.1 Building a replication relationship between DR Series systems

1. Create a target container on the target DR Series system.

All Containers

Connection Status & Replication $

Available,Available Nat Configured

Available,Available Not Configurad

Available Not Configured

2. On the source DR Series system, go to the Replication menu, and, in the Action menu in the upper right corner,
click Add Replication.

All Replications administrator

Add Replication

Source * Status & Replica Status % [¢

0 Item(z) found.

3. Choose Replication type and click Next.

All Replications administrator

<+ Add Replication

Saurce Container

Select container location: @ Local O Remcte

Select local container: source ~ ‘

2
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26

5. Select the Encryption Type for the source container and click Next.

All Replications

administrator

+ Add Replication

Source Container = Replica Container

Replications

Encryption: @ MNotEnabled O AES 128-bit O AES 256-bit

nfiguration
2

6. Select Container from remote system, enter the target DR Series system related information, click Retrieve
Containers, select a populated target container from the list, and click Next.

1§

All Replications administrator

1
Replica Container

Select container location: ® Remote

Username: ©  administrator

Password:  sesesess

Remote system: © 10.250.212.19%

- 2
Retrieve Remote Container(s)
3

a

7. Verify the Summary and click Finish.

All Replications

administrator

Summary

Source Container

Location: local

Name: source
Source Container = Replica Container

Encryption: Not Enabled

Replica Container

Location: remote
Remote System: 10.250.212.190
name: target
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8. Verify that the replication relationship was created successfully.

Replica # Status & Cascaded Replica &

ArSE0Thol2d
gt

Onine
HIA

INSYRC

Mot Enabled
0%

0 bytes/zec
0 bytes/iac
0 byterlies
0 bytwa/ows

Notes:

- Make sure the replication session has Peer Status as Online. If restore from replication target is needed,

- Make sure the replication is in INSYNC state from Replication Statistics menu, and Stop or Delete the replication.
- Make sure the replication target has CIFS/NFS connection(s) enabled when restoring from it.

4.2 Restoring data from the target DR Series system

Note: Before restoring from the target DR Series system, make sure that the replication session state is INSYNC on the
DR Series system GUI Replication Statistics menu. Stop or Delete the replication session, and make sure that the
target DR Series system container has the CIFS/NFS connection(s) enabled.

1. Add the target DR Series system container to the Veeam repository. For instructions, see the section, “Setting
up Veeam.”

2. Update all backup jobs that use the source DR Series system container as a repository and change them to use
the target DR Series system container as the backup repaository.
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3.

For Backup & Replication, click Restore to create a restore job. Select the appropriate option under Restore
from backup.

v e A |2 =
Backup Replication Backup VM  File [Restore fmport  Failover
Job Job Copy Copy Copy packup  Plan
Primary Jobs Auxiliary Jobs Restore Failover Plans

BACKUP & REPLICATION QU Tye in an sbjeet name to search for

4 Ty Jobs HAME & TYPE OBJECTS STATUS LAST RESULT  NEXT RUN TARGET]

4 EL: Backups

é Disk. Restore Options
4 [ Last 24 hours ‘what would you fike to do?
[ Succass
Fiestore from backup _ Flestore fiom replica

O Instant M recover O Failover to replica
O WM haid Geks O Failback to production
1 M files [VMDK,, Whix] ) Guest files fwindows)
©) Guest files fwindows) O Guest files (other 05)
O Guest files [other 05] ) Application items
© Application items

= sackup & repLICATION [ <Back § mew> | [ cancel

eg}g BACKUP INFRASTRUCTLIRE

[P VIRTUAL MACHINES

7 STORAGE INFRASTRUCTURE
TAPE INFRASTRUCTLIRE
[0 Fes

4. Click Add VM, select From backup, select the VM to be restored, and then click Add.

Select virtual machine: . )
phtainers from live

Job name L ast restare point W count
S— _—
3/2/2016 1:25:54 AM 1

less than a day ago (1:2... 1

Restore points count
|

a4 sourcebackup
| (1 dma-thel7-+1

Cancel

'DT‘jv Type in an object name to search for
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5. Select the Restore Mode and click Next.

Restore Mode

Specify whether select

irtual Machines

Host
Resource Poal
D atastore
Fiolder

M etwork,
Feason

Summarny

ed Wi should be restored back to the original location, or to a new location or with different settings.

() Restore to the original location

Quickly initiate restore of selected W3 to the original location, and with the ariginal name
and gettings. This option minimizesz the chance of uger input error.

Restore to a new location, or with different settings

Customize restored %M location, and change itz settings. The wizard will automatically
populate all controls with the original Wk settings as the default settings.

Fick prosy to use

] Restare WM tags
Select thiz option ta restore W tags that were assigned to the W when backup was taken.
[ Quick rallback [restore changed blacks anly)

Allowes for quick M recovery in case of guest 05 software problem, or user ermar. Do not use this
option when recovering from disaster caused by hardware or storage izzue, or power loss.

< Previous I Mest » I| Finizh || Cancel

6. Provide the required host details and click Next.

Host

irtual Machines

Restore Maode
et
Rezource Poal

D atastore

Folder

Hebwork,

Reazon

Summnary

By default, original host iz selected as restore destination for each %YM, Y'ou can change host by selecting dezired WM and
clicking Hozt. Use muli-zelect [Chil-click and Shift-click) to select mulbiple Yz at once.

Wi location:
Mame Host
| (7 dma-hel7-v1 = 1025021325

Select multiple Wz and click Host to apply changes in bulk.

< Previous |I Mext > Il Finizh || Cancel
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7.

8.

Select the resource pool, and click Next.

Resource Pool

By default, original resource pool iz selected az restore destination for each Wi, *'ou can change resource pool by selecting
dezired %M and clicking Pool. Use multi-zelect [Chl-click and Shift-click] to select multiple Whs at once.

“Wirtal M achines Wi resource pool
I arne Rezource Pool
Restore Mode |:'T"—| dma-thel7-+1 '(3' Fesources

Huost

D atastore
Falder

M etwork.
Reazon

Summary

Select multiple YMs and click Pool to apply changes in bulk.
< Previous I Mext » Il Finizh | | Cancel |

Select the datastore disk type, and click Next.

Datastore

By default, ariginal datastore and dizk type are zelected for each WM file. Y'ou can change them by selecting desired VM file, and
clicking D atastore or Dizgk Type. Use multi-zelect [Chl-click and Shift-click] to zelect multiple Yig at once.

Wirtual Machines Files location;
File Size D atastore Disk type
Restore Maode P D'T']dma-rhel?-ﬂ
Hast Eﬂ Configuration files datastore] [E16.9 GE free]
EoIHard digk 1 [dma.. 160.0... datastorel [E16.9 GE free] Same as rource

Resource Pool

Falder
Metwark,
Feazon

Summary

Select multiple Vs to apply settings in bulk. | Datastare. . | | Dizk Type... |

< Previouz I Memt = I| Firizh || Cahicel |
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9. Provide the new name for the restored VM, click OK, and then click Next.
Full VM Restore Wizard =

Folder

By default, onginal WM folder is selected as restore destination for each M. Y'ou can change folder by selecting dezired WM and
clicking Folder. Use multi-zelect [Chil-click and Shift-click) to zelect multiple Wiz at once.

irtual Machines

[
Restore Mode iscovered vitual ma...
Specify how selected W name should be changed:
Hust
Set name to:

Resource Pool |dma-lhel?-v1
Datastore [w] &dd prefix:

|new_

Add suffix:
Metwark & e

|_restored
Reazon
Summary

Select multiple Wk to apply settings change in bulk.

| < Previous |I Mext > I| Firizh || Cancel |

10. Select the network location and click Next.

Network
By default, restored Wk iz connected to the zame virtual nebwork s as the onginal Wi, [ you are restoring to a different location,
zpecify how onginal location's netwaorks map to new location's network s,
Virtual Machines Metwork connections:
Source T arget
Restore Mods 4 [ dmarthelF-1
3
Hast o WM Network, WM Network,
Rezounce Poal
D atastores
Folder
Reazon
Surnrmary
Select multiple WMz to apply settings change in bulk. | Mebwork... | | Dizconnected |
< Previous I Mewt > I| Finish | | Cancel |
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11. Provide the reason for the restore and click Next.

I_l Reason

Type i the reason for perfarming this restore operation. This infarmation will be logged in the restore sessions history for later
reference.

Wirtual Machines Restare reason:

Restore Mods
Hast
Resource Pool
D atastore
Falder

T ek,

Summary

[ Do not show me this page again

¢ Previous I Pl et l| Firish || Cancel

12. Review the summary and click Finish.

Summary

Flease review the restore settings before continuing. The restore process will being after vou click Finish, Mavigate to the
corresponding restore session under History node to moritor the progress.

Virtual Machines Summary:

Pro=y: Automahic selection
Restore Mode
Original %m name: dma-rhel?-w1

Huoszt Mew WM name: new_dma-helf-1_restored

Fiestare point: less than a day ago (1:27 AM Wednesday 3/2/201E)
Target host: 10.250.213.256

Target rezource pool Resources

Target WM falder: Dizcovered wirtual machine

Rezource Pool

Datastore Target datastore: datastorel
Metwork mapping:

Folder W Metwork > Wb Nebwark

Metwork

Reazan

[w] Poveer on i after restoring

« Previous | | Mt > || Finish I| Cancel
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13. After the restore job has been created, you can run the job and monitor it from the Backup & Replication

menu.
VM Restore -
WM name: dma-rhel7-v1 Status: Success
Restore type: Full Wi Restare Start time:  342/2016 31540 Akd
Iritiated b DMA-SERVERT Wdminiztrator Endtime: 24272016 3.24:04 Abd

Statistics | Reason | F'arametersl Log |

Message Duration |~
Uzing source prosy Whdware Backup Prosy [hotadd]
E filez to restore [160.0 GE]
Restaring [dataztorel] new_dma-thel -1 _restored/dma-rhel 71 v 00002
Fiestoring file drma-rhel7-v1.vmaf (0.4 KE] 0:00:Mm
Fiestoring file dma-rhel7-+1.rwram [8.5 KB] 0:00:Mm
Reniztering restored Wb on host: 10.250.213.25, pool: Resources, folder: Discovere.. 0007 |
Preparing for witual disks restore 00050 | ©
Restoring Hard disk 1 [160.0 GE]: 24.8 GB restored at 33 MB/: 0:171:08
Powering on restored Wi 0:00:05
Restore completed succeszsfully I

Cloze
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5 Configuring Rapid CIFS for Veeam

Rapid CIFS enable write operation acceleration on clients that use CIFS file system protocols. These accelerators allow
for better coordination and integration between DR Series systems backup, restore, and optimized duplication operations
with Data Management Applications (DMAS).

Rapid CIFS is a Windows-certified filter driver that also ensures that only unique data is written to the DR Series system.
All chunking and hash computations are done at the client level where this filter driver is installed.

As the Veeam Backup Proxy server does all the operations related to backup and Restore, it is recommended to install
Quest Rapid CIFS filter driver software on Backup Proxy server.

51.1 Windows prerequisites
e The Veeam Backup Proxy Server OS must be the 64-bit version of Windows 2008 R2 or Windows 2012.
e It should be with a minimum of 4 CPU cores running at a minimum of 4 GHz cumulative processing power and 2
GB memory
e The DR container share must be mapped on the Veeam Backup Proxy Server.

51.2 Installing Rapid CIFS on a Backup Proxy Server
Follow these steps to install Rapid CIFS -

Note: Rapid CIFS should only be installed on a Backup Proxy Server.

1. Download the MSI to the Backup Proxy server by doing the following:
a. Go to support.quest.com/DR-Series and select your specific product (such as DR4100, DR6000, etc).
b. On the support page for your product, click Software Downloads.
c. For the RDCIFS plugin for your DR Series system OS version, click the Download icon to download the
installer package (.msi file).

2. Runthe MSI and follow the instructions in the installation wizard as shown in the screenshots below. Click
Finish when installation is complete.

i, Dell Rapid CIFS Filter Driver Setup |;|£-

Welcome to the Dell Rapid CIFS Filter
Diriver Setup Wizard

The Setup Wizard will install Dell Rapid CIFS Fiker Driver on
wour computer, Click Next o continue or Cancel ko exit the
Setup Wizard,

Back [ hext | Cancel
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End-User License Agreement

Flease read the Following license agreement carefully

DELL 3OFTWARE LICENSE AGREEMENT

Thiz is a legal agreement ("Agreement") between you,
the user, and Dell Products L.P or Dell Glohal E.V.
("Dell™). This Agreement covers all software that is
distributed with or for the Dell product [and

upgradez and updates thereto), for which there iz no
separate license agreement between you and the

manufacturer or owner of the software (collectively
the "Software™). This Agreement is not for the sale

AfF Snfruare Aar oane ather dintellesrtnal wronertes a1

[WT accept the terms in the License Agreementi

Brint | Cancel

Ready to install Dell Rapid CIFS Filter Driver

Click. Install ko begin the installation, Click Back to review or change any of your
installation settings. Click Cancel to exit the wizard,

Install | | Cancel

Completed the Dell Rapid CIFS Filter
Crriver Setup Wizard

Click the Finish button to exit the Setup Wizard.

Back [ FEinish | | Cancel

35 Setting Up the DR Series System on Veeam | June 2017



3. Verify that the “rdcifsfd” driver is loaded by using the command fltmc.

=N Administrator: Command Prompt

icrosoft Windows [Uersion 6.2.920881
(c?» 2012 Microsoft Corporation. All rights reserved.

ssUzerssAdministrator>fltmc
Filter Mame Num Instances Altitude Frame
3A16HA
luafu 135008
psvctrig 460808

UserssAdministrator?

To check for Client Side optimization, enter the following command:
C:\Program Files\Dell\Rapid CIFS>rdcifsctl._exe stats -s
Aggregate Statistics:
Total Bytes Written: 2,411,298,816
Total Bytes Sent: 1,378,067,343

Total Network Savings: 42.8496

Note: For more information, such as about troubleshooting and logging, refer to the DR Series System Administrator
Guide.
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6.1

37

Using Instant VM Recovery with the DR Series system

Veeam’s Instant VM Recovery immediately restores a virtual machine (VM) back into your production environment by
running it directly from the backup file. Instant VM Recovery uses patented vPower® technology to mount a VM image
to a production VMware vSphere or Microsoft Hyper-V host directly from a compressed and deduplicated backup file.

By default, all changes to virtual disks that take place while the VM is running are logged to auxiliary redo logs residing
on the NFS server (Veeam backup server or backup repository). These changes are discarded as soon as a restored VM is
removed, or merged with the original VM data when VM recovery is finalized, that is, when VM is migrated back to
production storage.

Veeam vPower NFS service is a Windows service that runs on a windows backup repository server and enables it to act
as NFS server

Instant Recovery with ESX

Follow these steps to enable and perform Instant Recovery for ESX VM backups:

1. Create a backup job for the required VM as described in Section 3 of this document with the only difference as
follows:
a. Onthe vPower NFS tab, select the checkbox Enable vPower NFS Server, and select the appropriate
folder as the NFS Datastore.

Note: You can also configure the NFS Datastore on a different Windows server if required by selecting the
drop-down and adding the host information and credentials.

Edit Backup Repositony -

- + vPower NFS

§
; Specify vPower NFS settings. vPower NFS enables running virtual machines directly from backup files, allowing for advanced
; functionality such as Instant WM Recovery, SureBackup, on-demand sandbox, U-4IR and multi-05 file level restore.

Mame vPower NFS

Toe Enable vPower MFS server [recommended)

Share | This server v |
i Specify vPower MFS roat folder. Wiite cache will be stored in this folder. Make sure the

Repasitary zelected volume has at least 10GE of free disk space available.

wPower NFS Folder: | lveeam? | | Erowse... |

Review

Apply

Click kanage to change vPower MFS management port
Click Ports to change vPower NFS service ports
< Previous | | Mext > | | Finizh | | Cancel |
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2. Onthe Veeam Server console, click the Restore Wizard option, select VMware, and then select Instant VM

Recovery.

Restore Options
What would you like to do?

a

Restare from backup

®) |nstant VM recovery

() Entire WM [including registration]
O %M hard disks

0 WM files [WMHDE, WM

() Guest files [windows]

O Guest files [other 05)

) Application items

Restare from replica

() Failover to replica
) Planned failover
() Failback to production
() Guest files [windows]
() Guest files [other O5]
() application items

| < Back || Mest = || Cancel

3. Select the Virtual Machine to be recovered and click Next.

¥irtual Machine
=> Chooze the wirtual maching you want bo recover.
= -
—
_ WM torecover  dma-rhel?-w1
. Job namme Last restore point Wi count Flestore paints count
Fiestare Paint
4 rg_h, sourcebackup 34272016 1:25:54 AM 1
Fecovery Mode [ dmarthelF+1  less than a day aga [1:2.. 1
Restare Reason
Feady ta Apply
Flecavemn
I:'_'Ij- Type in an object nawme to search for Q ‘
| < Previous | Mext » |I| Firizh | | Cancel |
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4. At the Restore point step, select the point to which you want to restore the VM and click Next.

Restore Point
H—]

Wirtual Machine

Recovery Mode
Restore Reazon
Feady to Apply

Recovery

=’ Chooze restore point pou want to recover the zelected virtual machine to.

Yi name;  dma-rhel?-v1 Original hogt;  10.250.240.226

Available restare points:

Created Type
| (% less than a day ago [1:27 &M Wednesday 3/2/201F) Ful |

| Finish | | Cancel |

5. At the Restore Mode step, select the option, Restore to a new location, or with different settings.

g} Restore Mode

irtual Machine

Restare Point

Drestination
Dratastore
Restore Reason
Fieady to Apply

Recovery

) Restore to the original location
Quickly initiate restare of selected VM3 to the original location, and with the original hame
and gettingz. Thiz option minimizes the chance of uger input eror.

@ Restore to a new location, or with different settings

Customize restored WM location, and change its settings. The wizard will automatically
populate all controls with the original Wk settings az the default zettings.

< Previous | | MNext > | | Finish | | Cancel
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6. At the Destination step, do the following:

a. Select the ESX host on which the VM should be restored instantly.

b. Inthe Resource pool box, select the resource pool to which the restored VM should belong.
¢. Inthe Restored VM name field, add the _restored suffix to the VM name.

7.

Destination

= Chooze ES* zerver to run the recovered virtual machine on. vou can chooze to power on WM automatically, unless you need to
E- adjust VWM settings first [zuch as change WM network).
Wirtual M achine Host:
[10.250.213.25 | [ choose.. |
Restare Point
Wi folder:

Fecovery Mode

D atastore

|Discoveredvirtualmachine || Choose... |

dma-thel7-+1_IR|
esoLce pool:
Fl G Resources

----- {4 VitualLab

esource:

Restore Reason

Fieady to Apply

Fiecovery

| < Previous |I Mext » Ill Finizh || Cancel |

On the Datastore tab, ensure that checkbox, Redirect virtual disk updates, is not selected. This ensures that
you use Storage vMotion to migrate the VM to production after the VM recovers from the backup. Click Next.

Datastore
By default, virtual disk changes of recovered Wk are stored on vPower MFS zerver. You can redirect these changes to a
different datastore, This improves /0 performance, but prevents Storage Whotion on vSphere vergions prior to vSphere 5.0

Wirtual Machine [] Redirect vitual disk updates
Restore Point Dtalaﬂore: -
|CI|-:k Choose to pick the datastore | | Chooze...

Restore Mode Datastore info

Destination Capacity: sl atastora mof sap

_ Free space:  <llafasfora mof saf>
Restore Reazon
Ready to Apply

Fecoven

£ Previous | | Mewt = | | Firizh | | Caricel
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8. Inthe Ready to Apply dialog box, select the options, Connect VM to network and Power on VM
automatically, and click Next.

Instant Recovery -
Ready to Apply
— Flease review the provided settings.

o=

ES

Wirtual Machine Instant recoveny settings:

Restare Paint W dma-thel7-v1, backed up lezs than a day ago

Fiecaovery Made Host: 10.250.213.25
D ataztare: Dizabled

Destination Hew %YM name: dma-thel7-v1_IR

Datastare After you click Next, the selected VM will be instantly recovered into your production environment.
Tofinalize the recovery, use Storage Yhation to move mnning %M to the production storage.

Restore Reazon Alternatively, you can perform cold i migration duning pour next maintenance window.

Ready to Apply If pou are performing manual recovery testing, remember to change WM netwark to non-production
before powering on the Wi,

Fecowerny

M ake sure original server is powered off. Recovering server into production network with
l . original gerver still running may affect some applications.

onnect Wi o network

ower on YM automatically

|<Previ0us I| MNext > I

9. Click Finish to start the Instant VM Recovery.

Instant Recovery -
Recovery
=’ Please wait while Wi recoveny iz performed.
E==
“irtual Machine Loo:
. Message Druration
Restore Point Starting M dma-thel?-v1_IR recovery
Connecting to host 10.250.213.25 0:00:09
Recoveny Mode o .
Checking if vPower NFS datastore is mounted on host 0:00: 46
Destination Locking backup file
Publishing %M 0:00:10
Datastore Updating M configuration
Checking free disk space available to vPower NFS server.
pestochssson Fiegistering /M 0.00:46
Reedyimlogly Power.lng on V.M . 0:00:03
Updating zezsion histany
Fecavery drna-thel?-+1_IR has been recovered successhully
‘whaiting for uzer to start migration
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42

10. Open the vSphere client and ensure that the restored VM is started on the ESX host you selected.

Fle Edt View Inventory Adminstation Plugdns Hebp

B Bl [0 rore a3 ey B postsand clstes
w0l ot @ blor e
1 () vmvelvmiab.iocat e
Iy vmiabs primary
@ vmesal vmiab.local
T @ Web1
5@ Web2
= @ vmve2 vmiab.iocal
2 [Bg vmiab secondary
B B vmesd2ymiab.iocal
= @ Web 1 Recovered
() Windows 2008 Web 1
= @ Web 2 Recovered
@ Windows 2008 Web 2

Recent Tasks

Getfing Started " Sammary ./ Resource Allocation ' Performence " Tasks & Events . Alarms . [RTETIR), Permissions " Maps . Storage Views

| e 3|

Press CTRL + ALT + DELETE to log on

Neme, Targetor Stus contmins. = [ Clew X

Name [Target ED
#) Failoves Recovery P (3 vmwcimiab).. @ Compleed

| Details

[ Completed Time
11/05/2012 7:57:51 .

| Requested Start ... — | Start Time
11/05/2012 7:24:28 ...

| Tnitiated by | vCenter Server
Administator (G viveZemisbl.. 11/05/2012 7:24:28 ..

| & @ (@

2 vCenter Server licenses expire in 30days [VMLAB'administraior

LB e,

11. In Veeam Backup & Replication, open the Backup & Replication view, select the Instant Recovery node in the
inventory pane and make sure that the Instant VM Recovery session is available and mounted.

INSTANT VM RECOVERY

VEEAM BACKUP AND REPLICATION

B X

Migrateto OpenV¥M  Stop Properties
Production Console Publishing
Actions Properties

W HAME
51 dma-rhel TR

BACKUP & REPLICATION

E' Instant Recovery (1]

4 T dobs

4 Backup
4 Eé— Backups

¥ Disk

=
4 [ Last 24 hours

E; Running [1)

@ Success

BACKUP MAKE

sourcebackup

RESTORE POINT
322016 1:27:12 A

STATUS
hMounted

HOST
10.250.213.25
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6.2

6.2.1

Instant Recovery with Hyper-V Server

Enabling Instant Recovery for Hyper-V VM backups

Do the following to enable Instant Recovery for HyperV VM backups:

1. Create a backup job for the required VM as described previously in this document (in Section 3) with the only

difference as specified in the following step.

2. Onthe vPower NFS tab, select the option, Enable vPower NFS Server.

Note: You do not have to provide a folder for the NFS Datastore. In the case of the Hyper-V server, the cache data is
directly stored at the Hyper-V server’s datastore location and not to the NFS datastore path.

Edit Backup Repository -
- + ¥Power NFS
f
; Specify vPower NFS settings. vPower NFS enables running virtual machines directly from backup files, allowing for advanced
; functionality such as Instant Wi Recovery, SureBackup, on-demand sandbox, U-AIR and multi-05 file level restore.
Name vPower HFS
e Enable vPower NFS server [recommended)
- [This server v]
. Specity vPower NFS roct folder. Wiite cache will be stored in this folder. Make sure the

Repository selected wolume has at least 10GB of free disk space available.
vRawer NES Folder: | |veeam? | | Browse... ‘
Review
Apply

Click Manage to change vPower NFS management part

Click Ports ta change vPower MFS service ports

¢ Previous | | Mext > ‘ | Firish | ‘ Cancel |

6.2.2 Performing Instant Recovery

Follow these steps to perform instant recovery for Hyper-V.

1. Inthe Veeam console, click the Restore Wizard option, select Hyper-V, and then select the Instant VM

recovery option. Click Next.
Restore Wizard

Restore Dptions
What would pou like ta do?

E=% Restare from backup
=
) Instant /M recaver

Entire WM (including registration]
O WM hard disks
) WM files (WMDEK, Whix)

O Guest files Mindows)

) Guest files [other O5]

(O Application items

aL

LA

Restare from replica

() Failover to replica

) Planned failover

) Faiback to production
(O Guest files fwindows)
() Guest files [other 05)

O application items
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2. Select the Virtual Machine to be recovered and then click Add.

Select virtual machine:

Job name Last restore point Wi count Restare paints count
I B hyppery 9/30/2015 2:02:59 AM 1
I B hyperv212.175 10/6/2015 9:00:53 P 1

Type in an object name to search for ,O|

[ add [[ Cancel |

3. Add the VM that needs to be recovered and click Next.

¥irtual Machines
@b Select virtual machines to be restored, You can add individual wirtual machines from backup files, or containers from live

enviranment (containers will be automatically expanded to plain list).

Yirtual machines to restore:

|,O Tipa sra A name for srefand fookup

Recovery Mode

Mame Size  Restore point

Reason 3 PR&VINZKIZRZ 18.86GE  9/30/20015 Wednesday 2:00 &M

Summary

< Previous | | Mext > | | Firizh | | Cancel
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4. At the Restore Mode step, select the option, Restore to a new location or with different settings, and then
click Next.

@ Restore Mode

Wirtual Machine ) Restore to the original location

. Quickly initiate restare of selected YMz to the oniginal location, and with the original name:
Restore Point and zettingz. This option minimizes the chance of uger input errar.

® Restore to a new location, or with different settings
Customize restored WM location, and change its settings. The wizard will automatically
Destination populate all controls with the original i settings az the default settings.
[Dratastore
Restore Reazon

Fieady to Apply

Fiecovery

| < Previous || MNext > || Finish || Cancel

5. Select the Host to which to recover the VM and click Next.

Host
i 'i Select the host to recover Wi to.

Wirtual M achines W location:

Mame Huost Cluzter Rezource
lezerernikios 3 PRAVINZK1ZR2 i 10250.20873

D ataztore
M etwork
I arme
Reason

Surmmary

Select multiple Whiz and click Host to apply changes in bulk. | Host... | | Resource... |

¢ Previous | | Mest > | | Finizh | | Cancel |
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6. At the Datastore step, provide the details of the cache data needed to be stored.

Datastore
Select the walumg Falders:
g; 4 i 10.250.208.73

I Lacal Disk [C:)
Wirtual Machines I CD-ROM (D)
by Pemovable [E:]
Fecovem Mode b = ¥M Storage (23]

Huost
tor. TESTADAD esklop
Metwark.
Mame

Reaszon

Suramarny

|E; Tipe it fhe padh fo foider
0. | | Cancel

Finizh || Catcel |

7. Provide the_ details of the Path where the VM cac_he data is stored.

Datastore
i 'i Select the volumes where YWM configuration and virtual disks files should be ultimately restored to.

irtal M achines Files location:
File Size Path
Riecovery Mode 4 3 PRAVINZK1ZRZ
Host ﬂ Configuration files C:AUzershadministrator, TES TAD D esktophfull
| =2 PRAVINZE2R2 vhd 188GE  C:MJsershadministrator TESTADADesktophfull |

M etwork
Marma
Reazon

Surmmary

Select multiple ¥z and click Path to apply changes in bulk.

< Previous | | MHest » | | Finizh | | Caticel |
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8. In Network, select the Virtual Networks map to each other between original and new VM locations.

Metwork
i 'i Select how virtual netwark: map to each other bebween original and new YM locations,

Wirtual M achines Metwork connechions:

Source Target
4 3 PRAVINZKIZRZ
Hast @_Viltual Switch Il Wirtual Switch 11

Recovery Mode

Datastore

Marme

Reaszon

Summary

Select multiple Whs to apply settings change in bulk. | Hetworl. .. | | Disconnected |

| < Previous || Memt > || Firizh || Cancel |

9. Inthe Restored VM name field, add the _restored suffix to the VM name and click Next.

Nanie
i |'i Specify the new virtual maching name, and whether you would like unigue identifier preserved.

Wirtual b achines Wirtual machines:

I anne Mew Mame Wihd LUID
i PRAVINZEIZRZ a PRAVINZK12RZ_restored Create new
|

Recovery Mode

Huost
Datastore

Metwark

Reazon

Surnmary

Select multiple VYiMz to apply settings change in bulk. | Mame... | | Wi JUID... |

< Previous | | et = | | Finizh | | Cancel |
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10. Click Finish to start the recovery.

Instant ¥M Recovery -
Summary
II } Y'ou can copy this configuration information for the future reference.
Yirtual M achines Surnrmary:
Original Wk name: PRAVINZE12R2
Recovery Mode Target Wi name: PRAVINZE12RZ restored
Target host; 10.250.208.73
Huost
D atastone
Mebwark
M ame
Reasan
Summary

Power an M after restoring

] CEe]

11. Open the Hyper-v Client and make sure that the restored VM is started on the host you selected.
_ ¥ PRAVINZE | 2RZ on Incalhast - Vistual Machine Connection

P& [ Help Fie Adion Media Cipbosrd Vew  Help

&= . Z OO NIk ¢

B Manager
TR IWEEW

Prass Ctrl+Alt+Delete to sign in.

d HWRAGHU

A PRAVINSEHL o
E FRAVINZKIZRE Runmmna
Snapshols

PRAVINEIZRE

e 437

Wednesday, October 28

ol
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6.3

12. In Veeam Backup & Replication, open the Backup & Replication view, select the Instant Recovery node in the

inventory pane and make sure that the Instant VM Recovery session is available and mounted.

RECOVERY TOOLS VEEAM BACKUP AND REPLICATION

INSTANT WM RECOVERY

B E X =

Migrateto OpenVM  Stop Properties
Production Console Publishing
Actions Properties
BACKUR & REFLICATION Vil MAKE HosT STATUS RESTORE FOINT BACKUR MAME
E] drna-rhel7-w1_IR 10.250.213.25 Mounted 3/2/2016 1:27:12 &AM sourcebackup

E} InstantRecovery (1)

4 s Jaobs

42 Backup
4 E5 Backups

=%, Disk
4[5 Last 24 hours

|'_:i Running (1)

[ Success

Finalizing Instant VM recovery

After Instant VM recovery is successfully completed, you can do one of the following:

Migrate VM to production — Use this scenario if you have recovered a failed VM to the production ESX(i)
host and want to permanently move the VM files to the production storage.

Terminate the Instant VM recovery session — Use this scenario if you have recovered a VM for testing
purpose and want to power it off and remove after testing is completed.

6.3.1 Migrating the VM to production
For VM migration, you can use VMware Storage vMotion, replicate or copy a VM to production with Veeam Backup &
Replication, or use Veeam’s Quick Migration. When you migrate the VM to production, you move the VM contents
from the backup file to the production storage. The VM data is pulled from the backup and consolidated with changes
made to the VM (redo logs). As a result, you get the VM in the latest state in your production environment. To migrate
the restored VM with Quick Migration, follow these steps:
1. Open the Backup & Replication view in Veeam Backup & Replication.
2. Inthe inventory pane, select Instant Recovery.
3. Inthe working area, right-click the name of the recovered VM and select Migrate to production.
T Recovemitools | VEEAM BACKUP AND REPLICATION
INSTANT ¥ RECOVERY
i X &
Migrate to OpenVM  Stop Properties
Production Console Publishing
Actians Properties
BACKLUP & REPLICATION Wi NAME HOET STATUS RESTORE POINT BACKUP NARE
E:I drr E Wigrate 12 produttion, Mounted 321206 1:27:12 A sourcebackup
E' Instant Hecavey [1) | Open'h console
4 B dobs F
@.FIE Backup x Stap publishing
4 EL Backups ] Properties...
él Disk.
Pl [?}Lasl 24 hours
Ei Running (1]
@ Success
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6.3.2 Terminating the Instant VM Recovery session

When you terminate the Instant VM Recovery session, the VM is unpublished from the ESX(i) host and redo logs are
cleared from the vPower NFS datastore.

To terminate the current Instant VM recovery session, follow these steps:

1. Open the Backup & Replication view in Veeam Backup & Replication
2. Inthe Inventory pane, select Instant Recovery

3. Inthe working area, right-click the name of the recovered VM and select Stop publishing as seen in the above
screen (3" Option).
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7

Backup copy operation

The main backup purpose is to protect your data against disasters and VM failures. However, having just one backup
does not provide the necessary level of safety. Your primary backup may get destroyed along with your production data,
leaving you with no backup to restore from. The backup copy job is a separate task that needs to be set apart from the
backup job. Veeam Backup copy allows user to copy backup data to secondary storage with the help of Backup copy
Jobs. To create a backup copy job, follow these steps:

1. Click the backup copy in Auxiliary jobs, provide the name of the job, and click Next.

VEEAM BACKUP AND REPLICATION

5 AL @

Backup Replicatio File  Restore Import  Failover
Job  Job py Copy Backup  Plan
Primary Jobs Rirliary Jobs Restore Failover Plans
BACKUP & REPLICATION Q. Typeinan obysct name to search for
S——— v+ [ e B Coppdo
4 dobs % sourceback W Tob
4 Backup = Backup copy job efficiently creates Iocal and remote copies of your backups, making it easy to maintain multiple copies of your
- data. Type in 2 name and description for the job, and specify backup copy interval,
4 B Backups - & . o andl el heclg cepy
. | E—
4 [ Last 2 hous el
y [Tsource packup_copy | |
[} Running2) Wittual Machines
[ Success Description
[ Failed Target Created by DMA-SERVER 1 SAdministiator at 3/2/2016 11:42 PM
Data Transfer
Schedule Copy every:
SomED 1 %] [oa v| statingat [12004M 2]
Contioks how often backup copies are created. Backup Copy job creates 2 new backup file for each
copy interval, and statls copying the mos recent restore peint of each processed VM into this backup
file mmediately. or as soon as the new restore poirt appears in the source backup repository.
= BACKUP & REPLICATION
eE? BACKUP INFRASTRUCTURE <Frevioss | | N> || Frsn | [ Cancel
YIRTUAL MACHINES

(%5 STORAGE INFRASTRUCTURE

(&) TAPE INFRASTRUCTURE

[0 Fues

2. Add the Virtual Machine from the backup Jobs.

New Backup Copy Job

[

virtual Machines

-‘l’ Adld vitual machines to the job, Consider using cantainers [such 2+ backup jobs, or infrastructure fakders) far dynamic selection
scope. No matter how you chaose 1o select YMs, the job will ways st VM data flom the existing backups fies.

Select vitual machine:

b
o
=

L ATHnE

Job riame Last restore point WM count  Restore paints count

a PM__1
1] dmarhel-v1 _less than a day aga (11 I |

Remove

Exclusian:

Souce.

+ Down

Recaloulate

Total size:
0D.0KB

Carcel

- Type ip an object nome to seorch for QJ

51

Setting Up the DR Series System on VVeeam | June 2017



3. Provide the backup repository and click Advanced.
4. On the Storage tab, select the Compression level as None, and click OK.
Edit Backup Copy Job [source backup copyl \L‘

Target

-w Specify the target backup repository, amount of most recent restare points to keep, and retention policy for full backups. You
l:l ©an uge map backup functionality to seed the backup files.

Job Backup repository
. Ea:kupcnpy [Created by DMA-SERVERT\Administrator at 3/2/2016 11:57 PM.) I v
Virtual Machines —
= 152TBflescf158TE M ap backup
Tarnet
Advanced Settings -

| Ma\ntenance‘ Storage | Notlhcat\onsl Scripts | e

Data reduction
Ensble inline data deduplication [recommended)
Compression level:
I None I W

[isabling compression reduces performance due to increased amount of
data that must be ansferred ta the target storage.

Encrpption

[] Enable backup file encryption ot schedule, notifications

A
1 Manage passwords Nest> | [ Finsh | [ Cancel

5. Select the type of data transfer and click Next.
New Backup Copy Job -

l Data Transfer
= Choose how Wi data should be transferred from sournce to target backup repository.

Job Direct

. WM data will be sent directly fram source ta target repositary. This mode is recommended for
Wirtual M achines copying backups on-site, and off-site over a fast connection.

Target ) Thiough built-in WAN accelerators

Wk data will be sent to target repository thiough WaMN accelerators that must be deploped in both
Data Transfer . . = . .
source and target zites, Thiz mode provides for gignificant bandwidth savings.

Schedule Source WaN accelerator

Sumrmary Target WaN accelerator;
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6. Schedule the job as needed.

Schedule

-w Specify when thiz job iz allowed to transter data over the network. Backup copy jobs run continuously, starting data transfers
l:l according to copy interval and/or as the new WM restore points appear.

Job This job can transfer data:

(®) Ay time [continuoushy)
Wirtual Machines X X X
() During the following time periods only:

Target

€
12-2.4-6-8-10-12-2-4-6-8-10-12

D ata Transfer

Summary

O Enable

) Disablz

< Previous | | Create | | Firish | | Cancel

7. Click Finish

Summary

-w Review the settings. and click Finish to save and exit the wizard

Job Summary:
Mame: source_backup_copy
Wirtual M achines Target Path: 4%10.250.247.231 \source
Type: Whiware Backup Copy
Target Source items:
dma-rthel7-v1

Diata Transfer

Schedule

[#] Enable the job when | click Finish

< Previous | | Next > | ‘ Firish ‘ | Cancel
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8. Select one of the following operations as needed:

e Sync Now — Traditional Veeam backup copy job where it syncs the restore points from source storage to
target.

e Active Full - This added feature in Veeam 9.0 helps improve local (on-site) backup copy performance and
reduces the load on deduplication appliances by eliminating the data rehydration required to process the
backup copy job retention policy, or to create a new GFS (Grandfather-Father-Son) restore point. Enabling
this option will disable a full backup transformation (oldest incremental backups will no longer be merged
into the full backup file for retention processing). Instead, GFS full backup files will be created by copying
the most recent VM state data from the primary backup storage in its entirety.

IP COPY TOOLS VEEAM BACKUP AND REPLICATION

VIEW BACKUP COPY

B8 Uh L TREX

Sync Active | Statistics Report | Edit Disable Clone Delete
Mow  Full

Job Control Details Edit

BACKUP & REPLICATION Q Tipe In an object nams to seqrch for

£, Instant Recover (1) HAME L TVPE OQBJECTS STATUS LASTRESULT  MEXT RUM TARGET
a rjﬂ Jobs {f} source_backup_copy Whdurare Back..,
{LF'E Backup
-fé Backup Copy
a %‘ Backups
Iél Disk
4 [;3 Last 24 hours
Eiﬂunning[‘l] Disable
[5 Success @ Clone
[% Falled Delete

1L <Continuous > source

Syhc Mow
Active Full

B Qe

Statistics

Ed

Report

Edit...

E’!
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8 Setting up the DR Series system cleaner

Performing scheduled disk space reclamation operations are recommended as a method for recovering disk space from
system containers in which files were deleted as a result of deduplication.

The cleaner runs during idle time. If your workflow does not have a sufficient amount of idle time on a daily basis, then
you should consider scheduling the cleaner to force it to run during a scheduled time.

If necessary, you can perform the procedure shown in the following screenshot to force the cleaner to run. After all of the
backup jobs are set up, the DR Series system cleaner can be scheduled. The DR Series system cleaner should run at least
40 hours per week when backups are not taking place and generally after a backup job has completed.

Dell recommends scheduling the cleaner at a time separate from backup and replication jobs.
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9 Monitoring deduplication, compression, and performance

After backup jobs have run, the DR Series system tracks capacity, storage savings, and throughput on the DR Series
system dashboard. This information is valuable in understanding the benefits of the DR Series system.

Note: Deduplication ratios increase over time. It is not uncommon to see a 2-4x reduction (25-50% total savings) on
the initial backup. As additional full backup jobs are completed, the ratios will increase. Backup jobs with a 12-week
retention will average a 15x ratio, in most cases.
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