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Executive summary

This white paper provides information about how to set up the Dell DR Series system as a backup target for

Dell NetVault Backup. This document is a quick reference guide and does not include all DR Series system
deployment best practices.

For additional information, see the DR Series system documentation and other data management application
best practices whitepapers for your specific DR Series system at:

http://www.dell.com/powervaultmanuals

NOTE: The DR Series system and NetVault build versions and screenshots used for this paper may vary
slightly, depending on the version of the DR Series system and NetVault software version used.

IMPORTANT: About VTL Replication Support: It is important to note that VTL-to-VTL replication is not

currently supported. If you require replication of your VTL backup data, you should use the NetVault “nVTL"
approach.
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1.2

Installing and configuring the DR Series system for use with
NetVault Backup

NetVault software prerequisites

The instructions in this document apply to NetVault Backup version 9.2 and later. The screenshots used in this
document may vary slightly, depending on the version NetVault Backup software version used.

The NetVault Backup and NetVault Backup Supported VTLs, Libraries, Tape and Optical Drives compatibly
guides should be referenced to determine the latest version requirements for RDA and VTL use.

http://documents.software.dell.com/NetVault¥%20Backup/10.0.1/Compatibility%20Guide

For NetVault Backup version 9.2, 10.0.0, and 10.0.1, there are patch requirements to add support for NDMP
VTL. Refer to the NetVault Backup Compatibility Guide or contact support for details.

Installing and configuring the DR Series system
1. Rack and cable the DR Series system, and power it on.
In the Dell DR Series Systerm Administrator Guide, refer to the sections "iDRAC Connection”, “Logging
in and Initializing the DR Series System”, and "Accessing IDRAC6/Idrac7 Using RACADM" for
information about using the iDRAC connection and initializing the system.

2. Logon to iDRAC using the default address 192.168.0.120, or the IP address that is assigned to the
iDRAC interface. Use the user name and password: “root/calvin”.

Lpuieen System Summary & c 7

;£

CooEOooO
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3. Launch the virtual console.

System Summary & c 2

(=N -

4. After the virtual console is open, log on to the system as user administrator and the password
StOr@ge! (The "0" in the password is the humeral zero).

5. Set the user-defined networking preferences.

Jould you like to use DHCP (yes mo) 7
an IP address:
subnet mask:

default gateway address:

DNS Suffix (example: abc.com):

» primary DNS server

1 you like to define a secondary DNS server (yessno) 7

e enter secondary DNS server IFP address:
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6. View the summary of preferences and confirm that it is correct.

Set Static IP Address

IP Addres
Network Mask
Default Gateway : 18.18.86.126
idmdemo . local
ary DNS Server 18.18.86.181
ary DNS Server :

Host Hame DR4888 -5

Are the above settings correct (yessno) 7

7. Logon to the DR Series system administrator console, using the IP address you just provided for the
DR Series system, with username administrator and password StOr@ge! (The "0" in the password is the
numeral zero.).

G e I
St |l

DeLL e
DRADOO-DKCVES1 .

Login

8. Join the DR Series system to Active Directory.

NOTE: If you do not want to add the DR Series system to Active Directory, see the DR Series System
Owner’s Manualfor guest logon instructions.
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a. Select Active Directory from the left navigation area of the DR Series GUI

Dashboard
& System State: optimal g Hvv State: gptimg i Niumber of Alerts. 0 Number of Events: 705
Capacity Storage Savings Throughput

g 5d Im 1y o Zoom: AR 1d
Retrashing MBS

System Information

Product Name: DR4100 Total Savings S508%
System Name edwinz-sw-01 Humper of Files in All Confainers 1(%
Software Version 99.0.0517.0 T of Containers 2

Current Date/Time Thu Sep 26 01:12.47 2013 Number of Containers Replicated [}

Current Time Zone. USPacific Active Bytes 47 GiB (7

Cleaner Status e

Jain

Active Directory

Settings

The Active Directory seRiNgs have not been configured. Click on Me Join’ Bnk 1o configure them

Active Directory Configuration

Comain Name (FOl

Username”
Fasswora®

Org Unit

Cancel Join Domain
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2 Creating and configuring the RDA target container(s) for
NetVault Backup

1. Create the RDS container in the Dell DR Series system by selecting Containers in the left navigation
area, and then clicking Create at the top of the page.

DR4100
SWSYS-235

Containers Create |

Mumber of Containers: 12 Container Path: fcontainers
Containers Files HFS CIFS RDA Replication Select
hackup 1] v v Mot Configured (ol

storage

Create New Container: |
Containers

*= tequired fields
Choose the type of container to create ((NFS andior CIFS) or ROA) and add clients that need access, |
Cortainer Name™: | Max 32 characters and only letters, numbers, - and _ charasters.

Schedules MarkerTypa’ © None @ auto © commvault © Networker & TeM € ARCserve © HRDP 7 |
Caonnection Type”: & None © nFsiciFs © RDa (7)

Cancel | Create a New Container |

R310-Pert06_srt 2z RDE iR L&}
R310-Per-07_src 3 RDS A (o}
R310-Per-08_src 2 RDS [RI8 o]
rdat 174 RDS IiA o]

Copyright @201 - 2013 Dell Inc. Al rights reserved

2. Enter a Container Name, select the Connection Type as RDA, and then select the RDA type as RDS.

DR4100 ——
ML SWSYS-235 Help | Log
Create New Container:
B Dashhoard

"= required fields
Choose the type of container to create ((NFS andfor CIFS) or RDA) and add clients that need access:

Container Name': [RDS i 32 sharasters and only lefters, numbers, - and _ characters.

Marker Type': & None © Auto © Commvautt € Networker © T © ARCserve © HPDP
il Connection Type”: © None © NFS/CIFS & RDA (2)

|00

Storage ROAtype © 0T RDS ‘
Containers capacity’

@ Unlimited

 Size [Dnlimied (GiE) ‘

Cancel | Create a New Container

Copyright @ 2011 - 201
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3. Click Create a New Container. Confirm that the container is added.

DR4100
SWSYS-235

Containers Create | |

| Message ‘
" 3 = Successfully added container "RDS".
= Container 'RDS' has the following marker{s) None.

Storage

MNurmber of Containers: 13 Container Path: feontainers
ontainers
Containers Files HFS CIFS RDA Replication Select
backup i v v Mot Configured sl
Schedules e " RDS i o
8 new2 1 RDS A o
dul R310-Perf-01_src 2 RDS MNIA (=l
System Configuration R310-Pert-02_src 2 RDS it el
R310-Perf-03_src 2 RDS NiA o
R310-Perf-04_src 2 RDS A o
R310-Per-05_src 2 RDS A =l
R310-Perf-06_src 2 RDS A [l
R310-Perf-07_src 2 RDS IR o
R310-Perf-08_src 2 RDS NIA o
rdal 174 RDS IR o
RDS o RDS NiA =]
l Copyright @201 - 2013 Dell Inc. Al rights reserved, J

2.1 Adding the RDA target container(s) for NetVault Backup

1. Open the NetVault Backup web console.

- s .0
Client Status Storage Devices Total Data Stored
i1z mrin 511 GiB
3
a
Tus 4 Y™ 06 o™ 25w P s P
Currant Actiuity: Paticles:

Regular Jobn:

Heary
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2. Add the RDA container to NetVault Backup by selecting and starting the wizard, Guided Configuration

> Add Storage Devices.

- e

L C BebeT ocabst 544

(n:i) NetVault Backup
NetVault Configuration Wizard

3. In the Storage Configuration Wizard — Add Storage Devices page, select Add Dell RDA Devices.

Hatvast lackin ®

L Q@ bt localbost
@‘u NetVault Backup
NetVault Storage Configuration Wizard - Add Storage Devices

Seinct the fgpe af.
Bas Besn craated b

P30 peeviowsty generated virta device
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4. Enter the DR Series system hostname, username, and password to add the RDA device. Enter the RDA
container name and save.

Note: The default username is backup_user and the password is StOr@ge! (The "0" in the password is the
numeral zero). The suggested Block Size is 524288 bytes (512KB) to achieve optimal performance. Also,
specify the Stream Limit required.

NetVault Configuration Wizard - Add Dell RDA Storage (1/2)

¢ for b b s ke carrembiy atected derver, This can be wsefl iy St fior

5. Confirm the RDA device is created by navigating to Manage Devices.

hetiausk fackup x

- C  fxberm ) localhost

@ NetVault Backup - o B rarin- B
. Manage Devices
Tape Library: AUTOINTE: Device DR L700-5ROEAM 00 [STK L700] Drives: 10 Slots: 80 [Onkina} cen #
C RAS: Dell CR (sutointSrda) - ¥0.8.230.100  |Idie] en ,)
Configuration
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2.2

2.2.1

2.2.2

14

Configuring transport modes for NetVault Backup

There are two transport modes for backing up data over RDA: Optimized / Dedup and Passthrough.
Optimized backup does source side dedupe on the NVBU clients. The Passthrough mode does target side
dedupe on the DR Series system.

The default mode for each client is decided based on the number of CPU cores in the client machine and
whether the architecture is 32-bit or 64-bit. In general, there is no need to change the mode. In the event you
want to change the mode, it can be done by setting the RDA mode in the DR Series system command prompt
or through the GUI.

Setting the mode using the CLI

Open an ssh session to the DR Series system and run the following command:

rda --update_client --name <hostname of client> --mode <dedupe/passthrough>

[rootASUSTS-235 ~1# rda --update_client --name RI10-5Y5-86 --mode passthrough
Rapid Data Access (RDA) client R3I10-3Y3-86 with mode Pass-through added successfully.
[root@SUSTS-235 ~1# rda --show --clients

RDAL Clienti(s) Type Plugin o3 Backup Software Last lAecess Connection(s) Node
R310-Perf-01 RD3 2.1.0241 Linux Z.6.18-274.el5 MetVault 9.2 Build 16 == 0 Dedupe
R310-Perf-0z RD3 2.1.0241 Linux 2.6.18-274.215 MetWault 9.2 Build 16 = 0 Dedupe
[R310-FPerf-03 RD3 2.1.0241 Linux Z.6.18-274.215 NetVault 9.2 Build 16 - o Dedupe
R310-5V5-86 RDE - — - - 0 Passthrough

Setting the mode using the GUI
In the DR Series system GUI, follow the steps:

1. Navigate to the Clients page, and select the RDA tab. The list of clients that have active connections is
shown.

2. Select the client for which you want to change the mode.

3. On the top right side of the page, click the Update Client link.

4. Select the required mode from the drop down menu, and click Submit.

Clients Update Client | Edit Passwerd | Download PG

Tatal Humbor of Clients: 5

NFR CIFE RDA

Hurndisr of RDA Clients: §

R3T0-Pait02 ROS 10241 Melvaull 9.3 Build
et Clien: RSP Typee: KOS
R310-Pr c
ChentMode: | deduge |

i tepen Cancel  Submit e

R0 Pt 04 ROS 200043 foundmil 82 Bl n Goduper -
18

R310-Per-0€. RDE 21241 Ngl\v‘aulw.lwllu - 0 Dedups (a0
1

R310-FPat-07 RODS | 21241 Helvaull 9.2l Aug I8 1 Dedups ©
16 007057

GEILE A RDE 21241 Habaull 82 Build . o Dinduper r
18

Rat0-Pan-0d ROS - = = o Dedups e

* The Aetes® Mada it Dadups

Copymght @Y - 2003 Del N, A1 ks reserd
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NOTE: Except for the NetVault Backup file system plug-in, all the other plug-ins are 32- bit binaries on
Windows (64-bit or 32-bit versions). There is a known issue because of which optimized back-ups with 32
bit plug-ins provide less performance than passthrough back-ups. It is recommended to keep the default
that the DR Series system chooses to use rather than forcing the mode to be optimized even if the client has
more power. A NetVault Backup client running on a 64-bit Linux machine has 64-bit plugins.

2.5 Configuring a backup job for NetVault Backup

Refer to the following resources for information.

o Creating a backup job for NetVault 9.2:
http://documents.software.dell.com/doc107040
e Creating a backup job for NetVault 10:

http://documents.software.dell.com/DOC229690
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3 Configuring VTL

3.1 Creating and configuring iSCSI target container(s) for NetVault
Backup

3.11 Creating an iSCSI VTL container for NetVault Backup

1. Create and export the iSCSI container.
a. Select Containers in the left navigation area, and then click Create at the top of the page.

ml DR4000 administrator (Log out) | Help
P o
B Global View

B . Dashboard

Alerls Mumber of Containers: 2 Container Path: fcontainers
Events Containers Files Marker Type Access Protocol Enabled Replication Select
:e::: backup 0 Auto NFS, CIFS Not Configured

Container Statis! intvm05iscsi Y Networker VTLiSCSI Not Configured

Replication Stati
Storage

yption
Clients
Schedules
System Configuration
Support

Copyright © 2011 - 2014 Dell Inc. All rights reserved.

2. Enter the container name, select the Virtual Tape Library (VTL) option, and click Next.

Container Wizard - Create New Container

y * = required fields
Containel blama.

Max 32 characters, including only letters, numbars, hyphen, and
core. Name must start with a letter.

Container Name”  iscsiVTL1

Virtual Tape Library (VTL): e

Cancel Next >
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3. Select the iSCSI Access Protocol. Specify the DMA Access Control by providing the storage node /

media node IP Address, IQN or FQDN. For NetVault, you must also specific Auto as the Marker Type.
Click Next.

Container Wizard - Create New Container

. = = required fields
Configure Virtual Tape Library
Is OEM: [ Container Name and Type
iscsiVTL1
; 3 = VTL
Tape Size: ) 800GE O 400GB O 200GB
O 100GE O 50GE ® 106GE

Access Protocol. ) NDMP ® iscsl O No Access
TGN, FQDN or IP
Access Control (initiator):

Marker Type: ) Unix Dump O Metworker O BridgeHead
-

© Mone ek_) Time Mavigator

< Back Cancel Next >

4. Finalize VTL creation by clicking Create a New Container.

Container Wizard - Create New Container

> B * = required fields
Configuration Summary
Container Name and Type Virtual Tape Library
Container Name: scsiVTL1 QEM: no
Connection Type: VTL Tape Size: 10gb

Access Protocol: iSCSI|
Access Control: ign.1991-05.com microsoft: 2k8r2intvym05
Marker Type:

Cancel Qreate a New Containeg
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3.1.2 Configuring the iISCSI target — Windows

1. Configure the iSCSI Initiator Software for Windows by providing the IP or FQDN of the DR Series
system in the Quick Connect, Target field. Click Quick Connection to open the Quick Connect
dialog box, which indicates a connection was made but is set as inactive.

15051 ator Properties

Targeks IDiscwery I Favarike Targets I Yolunes and Devices | RADIUS | Configuration |
—Quick Conneck

To discover and log on to a karget using a basic connection, type the IP address or
DMS name of the target and then click Quick Connect.

Target: G j Quick Commeck, .. |

r~Discovered targets 1

Mame |

Targets that are available For connection at the IP address or DS name that you
provided are listed below. IF multiple targets are available, vou need to connect
to each target individually.

Connections made here will be added to the list of Favorite Targets and an attempt
to restore them will be made every time this camputer reskarts,

r~Discovered targets

Tao conmect using advanced options, select & target and then
click Connect.

To completely disconnect a target, select the target and
then click Disconmect.

For target properties, including configuration of sessions,
select the barget and click Properties.

—Progress repork

For configuration of devices associated with a target, select

Unable to Login to the & k.
the target and then click Devices. il 42 e 2 = L1

Maore about basic iSCST connections and targets

Connech | Dione |
|
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2. Close the dialog box and proceed by selecting the newly discovered target. This target will have an
Inactive Status as it requires authentication parameters to be provided for iSCSI logon. Select the
Target from the list, click the Connect button, and then in the Connect To Target dialog box, click the

Advanced button.

iSCSI Initiator Properties E

Targets | Discovery | Favorite Targets I Yolumes and Devices I RADILS | Configuration I

r— Quick Connect
To discover and log on to a target using a basic connection, type the IP address or
DMS name of the target and then click Quick Conneck,

Target: Quick Conmest, .. |
r~ Discovered targets
Refresh |

ign. 1984-05, com, dell: dr4000.9lbp8r 1 .inkvm0Siscsi, 10 Inactive
o

To conneck using advanced options, select a karget and then < FEmHEEE | )
f‘ Connect To Target E X
Disconneck |

Target name:
[ian- 138405 com.dell:dr4000.SlbpSr . intvm0Siscsi. 10 Propertiss. .. |
[w Add this connection to the list of Favorite Targets. oo

This will make the system automatically attempt ko restore the EIEes. . |

connection every time this computer restarts,

I™ Enable muupue

(o4 | Cancel Apply.
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3. In Advanced Settings, select to Enable CHAP log on and enter the User Name and Target Secret /
Password. Select OK. Refer to Appendix A for further details about accounts and credentials.

Advanced Settings HE

General | IPsec I

—Conneck using

Local adapter: IDeFauIt j

Tritiator IP: {Default =]

Target portal IF: IDeFauIt j
—CRC [ Checksum

[ Data digest [~ Header digest

67 Enable CHAP log on } o

CHAP helps ensure connection security by providing authentication between a target and
an initiator,

To use, specify the same name and CHAR secret that was configured on the target For this
initiator, The name will default to the Initiator Name of the system unless another name is

specified.
L=
Mane: I dr3-interop-a7
Target secret: I sessnsassse g
Mo

™ Perform mutual authentication

To use mutual CHAR, either specify an initiator secret on the Configuration page or use
RADILS,

[~ Use RADILS ko generate user authentication credentials

[~ Use RADIUS to authenticate target credentials

oK I Cancel Apply
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The iSCSI target should now appear as connected, and device discovery can now proceed.

iSCSI Initiator Propetties [X]

Targets | Discovery I Favorite Targets | Valurmes and Devices I RADIUS I Configuration I

—Guick Connect

To discover and log on ko a karget using a basic connection, type the IP address or
DNS name of the target and then click Guick Connect.

Target: I Guick Conneck, ..

r~Discovered targets

Refresh |
ﬁame | Skakus T\
ign.1984-05, com. dell: dr4000, 9lbp&r 1 inkvmOSiscsi, 10 Connected )
. "

Ta connect using advanced options, select a target and then Connect |
click Connect,

To completely disconmect & barget, select the target and [,

then click Discannect.

For target properties, including canfiguration of sessians, Properties...
select the target and click Properties.

For configuration of devices associated with a target, select BEiEE 0 |
the target and then click Devices.

Mote abouk basic iSCSI connections and targets

(a4 I Cancel | Apply |

4. Open the Server Manager Snap-in and verify that the newly connected devices show up in the Device
Manager. Verify that the STK Library and IBM Ultrium-TD4 Device Drivers are installed.

Note: Refer to the article at http://catalog.update.microsoft.com/v7/site/home.aspx for information about
acquiring Microsoft Device Drivers, e.g., StorageTek Library Drivers.
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5 Roles

= ¥ ZKBRZIMTYMZZ
& Features By e

; Batteries .
) fm Diagnostics F- Computer Select Device o

g Erere Wene W— Manager

ﬂﬁ o
= =5 Storage
i windows Server Backup

-Eﬂ Floppy drive controllers
| =
=4 Disk Management .5 IDE ATAJATAPI contralers Verify STK Library

F eyhnart / Device Driver is (2]
El-[g Medium Changer devices installed

-5 Sun/StorageTek Library

- Mice and other pointing devices
2 Network adapters

15 Parts (COM & LPT)

6 Processors

> Storage controllers

88 System devices Verify IBM Ultrium-
T Tape drives / TD4 Tape Drivers 0
<= IBM ULT3580-TD4 SC51 Sequential Device are installed

. t_j IBM LLT3580-TD4 5CSI Sequential Device

- \_j IBM LLT3580-TD4 SCSI Sequential Device

i ‘_j IBM LLT3580-TD4 SCSI Sequential Device

i ‘_j IBM LLT3580-TD4 SCSI Sequential Device
t_j IBM LLT3580-TD4 SCSI Sequential Device
t_j IBM LLT3580-TD4 SCSI Sequential Device

- \_j IBM LLT3580-TD4 SCSI Sequential Device

i \_j IBM LLT3580-TD4 SCSI Sequential Device

- ‘_j IBM LLT3580-TD4 SCSI Sequential Device

- &) Display adapters
B YMware SYGA 30

5 DYDICD-ROM drives

= Floppy disk drives

3.1.3 Configuring the iISCSI target — Linux

Before you begin this procedure, ensure that the iSCSl initiator is installed (iscsi-initiator-utils). For example:
yum install iscsi-initiator-utils ; /etc/init.d/iscsi start

To configure the iSCSI target for Linux, follow these steps.

1. Add the CHAP Authentication details for the DR Series system on the Linux Initiator as follows:
a. Edit /etc/iscsi/iscsid.conf and un-comment the following line:

node.session.auth._authmethod = CHAP

b. Modify the following lines:
# To set a CHAP username and password for initiator
# authentication by the target(s), uncomment the following lines:
node.session.auth.username = iscsi_user
node.session.auth.password = StOr@ge!iscsi

2. Set the Discovery Target Node(s) by using this command:

iscsiadm -m discovery -t st -p <IP or IQN of DR>

For example:

iscsiadm -m discovery -t st -p 10.8.230.108

3. Enable logon to the DR Series system iSCSI VTL target(s) by using the following command

iscsiadm -m node --portal <IP or IQN of DR:PORT> --login
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For example:

iscsiadm -m node --portal "10.8.230.108:3260" --login
Display the open session(s) with DR VTL(s) by using the following command:
iscsiadm -m session

For example:

iscsiadm -m session = tcp: [8] 10.8.230.108:3260,1 ign.1984-
05.com.dell:dr4000.3071067 . interoprhel52n1.30

Review dmesg or /var/log/messages for details about the tape devices created upon adding the DR
Series system iSCSI VTL.

Configuring NetVault Backup to use the newly created iSCSI VTL

1.

Access the Storage Configuration Wizard menu within the NetVault Administration interface. Select
the Add Storage Devices button and then proceed to the Tape library/ medium changer submenu.

et Dok =
C  Gbert ) locabost:

-

@} NetVault Backup
o

r

NetVault Storage Configuration Wizard - Add Storage Devices

e S0 e, (Toa ST o of DA WrtrC Ste B2 e you madt ol SErmlwhthe yow wand B0 Crevtr ¢ B

Setting Up the Dell DR Series System as an RDA or VTL Backup Target for Dell NetVault Backup



2. Select the NetVault node that has the iSCSI device configured, and, after the scan has completed,
select the tape library to be added. Click Next to add the iSCSI tape library.

[y -

C Bt localost

Vault Backup

NetVault Configuration Wizard - Add Tape Library (2/3)

Bervicn dirpay name;

3. When the tape library has been added, click the Create Backup job... button to commit the library.
The VTL should show up ready for use.

C | =it localhost 544

*

[E;Q NetVault Backup
NetVault Configuration Wizard - Add Tape Library (3/3)
s

~

eVt Darkun s found the follewing Lorary fevce. Fledre confrm S0 the €001l LoWD are ThSE Bha 10a EpAr.

£dd mare devkes., Cronta backup jobs..,
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4. Label all the media with labels and place them in their respective media groups for use.

Manage Devices

f Tape Library: AUTOINTS: 80.0.1 (STK L700) Drivas: 10 Slots: 10 [Online) (- ™ 4
DRIVE1  £:0.0.2 (IBM ULT3ISB0-TD4) Online Idla) Unloaded 4
DRIVEZ  B-0.0.3 (IBM ULT3ISB0-TD4) Oriline Idle) Unloaded -
DRIVEZ  £-0.0.4 (IBM ULT3ISE0-TD+4) Onling Il Unloadad ~
DRIVE4  B-0.0.5 (IBM ULT35B0-TD4) Online Idle) Unioaded A
DRIVES  £0.0.6 (IBM ULT3580-TD4) Onling e Unloaded ~
DRIVES  £-0.0.7 (IBM ULTISE0-TD4) Online Idla) Unloaded 4
DRIVET  B-0.0.8 (IBM ULT3ISB0-TD4) Oriline Idle) Unloaded A
DRIVEE  £-0.0.9 (IBM ULT3ISB0-TD+4) Onling Il Unloadad :
DRIVES  B-0.0.10 (IBM ULT 3560-TD4) Online Idle) Unioaded A

?:‘“ 8-0.0,11 (IBM ULT 35E0-T4) Onling e Unloaded A~ (
Slots Total: 10 (10 Populated, 0 Empty), 0 Blank °

A
¢

Creating and configuring NDMP target container(s) for NetVault

Backup

Creating the NDMP VTL container for NetVault Backup

You need to create and export the NDMP container in the DR Series system GUI.

1. Select Containers in the left navigation area of the DR Series system, and then click the Create link
at the top of the page.

DeLL

DR4000

administrater (Log out) | Help

drd-interop-a7 .ocarina.local
B Global View
B - Dashboard
Alerts
Events
Health
Usage
Container Statistics
Replication Statistics

Clients

Schedules
System Configuration
Support

Copyright ® 2011 - 2014 Dell Inc.
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Containers

Number of Coniainers: 2

Containers Files
backup 0
intvm05iscsi 31

All rights reserved,

Marker Type
Auto
Networker

Access Protocol Enabled

NF3, CIFS
VTLiSCSI

Container Path: /containers

Replication Select
Mot Canfigured

Not Configured
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2. Enter the container name and select the Virtual Tape Library (VTL) option. Click Next.

Container Wizard - Create New Container

Containe[ hlame.

* = required fizlds

undarscore. Mams must start with a letter.

Container Name™:  System_A3_VTL1

Max 32 characters, including only letters, numbers, hyphen, and o

Virtual Tape Library (VTL) : @ e

Cancel Next >

3. Select the NDMP Access Protocol. Specify the DMA Access Control by providing the storage node
or media node IP Address or FQDN. Select the Marker Type as Unix Dump. Click Next.

‘Container Wizard - Create New Container

Configure Virtual Tape Library

Is OEM: [

Tape Size:  ® BOOGE © 4n0ce

© 100GR o © 50GB
Access Protocol{ ® NDMP O iscs!

* = required fislds

Container Name and Type
System_A3_VTL1

FQDN or IP
Access Control:

Marker Type: e

'Q Mone

VTL
U 200GB
© 1oGB
© No Access
< Back Cancel Next >
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4. Finalize VTL creation by clicking Create a New Container.

Container Wizard - Create New Container

Configuration Summary
Container Name and Type Virnual Tape Library
Container Name: System_A3_VTL1 QEM: ¢
Connection Type: VTl Tape Size
Access Prolocol. NDME
Acoess Controt kgn. 1991-0%5 com microsoft: 2ir2nbv
Marker Type

3.2.2  Configuring NetVault Backup to use the newly created NDMP VTL

You need to add the DR Series system as an NDMP node by using the NDMP Plugin.

1. Navigate to the Create Backup Set submenu, and select the NDMP Plugin within the NetVault Create
Selection Set navigation pane. Select to add a new NDMP Server node. In the dialog box, enter the
name of the node, the IP address, and DR the credentials. Provide the logon credentials for the
ndmp user account on the DR Series system.

- & AUTOMTS
* W Consobdate Incremental backuos
= 3 Data Copry

Create Backup Job
E
§
[
&
E

= B Raw Devics
* W Consoldate Incremental backups
Dty Copy

Crogte g new Backup job by pelerting or sreating aptions o6 below.

& f Fia System

+ i NOMP Clent

+ Tl hatvandt Databases
Devica

Job Hame:
Selections:
Plugin Opttons:
Schedule:  1menae "
Targat Storage:  Dufaul Bxchup Taeiat Opliors W Craba New

s oama T¥a B Vo & W N Ve

Advanced Optiant: Dt Auwend ki Cpticns < m
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2. Access the Storage Configuration Wizard menu within the NetVault Administration interface. Select
the Add Storage Devices button and then proceed to the Tape library/ medium changer submenu.

2IRIE=T M

etk Bachp "
w2 € Bbare /ol

@ NetVault Backup

NetVault Storage Configuration Wizard - Add Storage Devices

Tevive EADE o Wish 0 50 from the et Delow, I you SElAcE o f She VIPGOU 0K ¢ YPES JoU MU'SE 8130 SPOCTY WAPEREr Y00 WOBE 80 ETATER 3 NeW VIIAT] AV ¢ O WASEAET Y WAONE E0 Fe-aud B EATE BT Devn

e pemennd froom et Backup,

a3 Dt Doman Boost Device

Re-a0d previoutly generated virtusl device

3. Select the NetVault node that has the NDMP device configured, and, after the scan has completed,
select the tape library to be added. Click Next to complete the workflow to add the NDMP tape

library. The VTL should now show up ready for use.
[T W '-,

1]

3 baer | locslbast

-

() Netvault Backup

—

HetVault Configuration Wizard - Add Tape Library (2/3)

Thve fotkemn ity aoifi wer e found when soaeig e seforfed cliond, Mrse seiecd Shranit that yoo wiuh fo el fo MoVt Bavkap

D dispilay namne:

Bevicn Sevial Number
80,01 (57K L700) WHEDIY_0

WILSHI

ts_00 31K L7} rTON
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Label all the media with labels and place them in their respective media groups for use.

Manage Devices

("~ Tape Libeary: SUTOINTS: £:0.0.1 (STK L700) Drivas: 10 Siots: 10 (Oniine) Gt ™

e
DRIVE1  8-0.0.2 (B ULT3580-TDH) aniline (1die) Unlsaded -
e
DRIVE2Z  8-0.0.3 (1B ULTI560-TDH) Online (1die) Unlaaded o
e
DRIVE3  9-0.0.4 (B ULT3560-TDH) Online (1die) Unlaaded o
e
DRIVE4  9-0.0.5 (B4 ULTI560-TDH) Online (14ie) Uniaded o
e
DRIVES  9-0.0.6 (1B ULT3560-TDH) Online (14ie) Uniaded o
e
DRIVES  8-0.0.7 (1B ULTI560-TDH) Online (14ie) Uniaded o
Rapurtin o
DRIVE7  8-0.0.8 (B ULTI560-TDH) Online (14ie) Uniaded o
e
DRIVEZ  8-0.0.9 (B ULTI560-TDH) Online (14ie) Uniaded o
°
DRIVES 80,010 (IBM ULT3580-TD4) Online (14ie) Uniaded o
i -
":’:' = 2-0,0.11 {IBM ULTI580-TD4) Online (14ie) Uniaded o
°

Shots Total: 10 {10 Populated, 0 Empty), 0 Blank

o
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Setting up the DR Series system cleaner

Performing scheduled disk space reclamation operations are recommended as a method for recovering disk
space from system containers in which files were deleted as a result of deduplication.

The cleaner runs during idle time. If your workflow does not have a sufficient amount of idle time on a daily
basis, then you should consider scheduling the cleaner to force it to run during a scheduled time.

If necessary, you can perform the procedure shown in the following screenshot to force the cleaner to run.
After all of the backup jobs are set up, the DR Series system cleaner can be scheduled. The DR Series system
cleaner should run at least 40 hours per week when backups are not taking place, and generally after a
backup job has completed.

DR4000
DR4000-DKCV6S1

Help | Log out

B Dashboard
Ale

Cleaner Schedule Schedule Cleaner

System time zone: US/Central, Mon Jan 23 15:18:49 2012

Day Start Time Stop Time

Compre:
B Schedule

Mote: When no schedule is set, the cleaner will run as needed.
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Monitoring deduplication, compression, and performance

After backup jobs have run, the DR Series system tracks capacity, storage savings, and throughput on the DR
Series system dashboard. This information is valuable in understanding the benefits of the DR Series system.

Note: Deduplication ratios increase over time. It is not uncommon to see a 2-4x reduction (25-50% total
savings) on the initial backup. As additional full backup jobs are completed, the ratios will increase. Backup
jobs with a 12-week retention will average a 15x ratio, in most cases.

DR4000

DR4000-DKCV6E51 Help | Logout

Monitor Dedupe,
Compression &
Performance

Dashboard

usystem State: optimal u HW State: gptimal umber of Events: 312

ontainer

teplication

Capacity Storage Savings Throughput

Zoom: [fh 1d 5 im A Zoom: [ id 5 im 1w >

Physical

Savings (%) MBIz

System Configuration
Metwo

11:20 11:30 11:40

11:20 11:30 11:40 00 1110 11:20
Time {minutes)

" Time (minutes)
Used (48.0 GB) I De-duplication I Read
Wl Free (7.76 TB) Bl Compression Write

Support

are Upgrade

System Information

System MName: DR4000-DKCVEST Total Savings: 7373%
Software Version: ... 0.98.0.33970 Mumber of Files across all Containers: ... 10902
Current Date/Time:. - Mon Jan 23 11:42:40 2012 Mumber of Containers: 4
Cleaner Status: ... ... Pending Mumber of Containers Replicated: ... 0
Capacity Before Optimization: 179GB
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VTL configuration guidelines

Managing VTL protocol accounts and credentials

ISCSI| account details and management

By default, the iSCSI username is the hostname of the DR Series system and can be confirmed by reviewing the
output of the iscsi —account --user CLI command. For example:

>iscsi --show --user user : dr9-interop-a7

The default iSCSI password is StOr@geliscsi. You can modify this password in the iSCSI tab of the Clients page.

Click Edit CHAP Password and enter a new password as needed.

IMPORTANT NOTE: iSCSI CHAP passwords must be between 12 and 16 characters long

ML DR4000 administrator (Log ouf) | Help

swsys-G3.ocarina.local A Clients | ("Edit CHAP Password |
Global View e
Dashboard i
Aleris Total Number of Clients: 1
Events ;
NFS CIFS RDA NDMP iSCSI DR2000v
Healih
Usage Number of Current ISC Sl Sessions active: 1
Container Stafistics
Replication Stafistics 15CSI Current Sessions Statistics
Stora{?e ﬁgm;ainer Conminer'r‘“_ trith =
Containers TestVTL ign Edit CHAP Account
Replication SR = = = e
2 WARNING: All existing iSC 8l sessions will be terminated upon submission.
Encryption o
2 . *All fields are required.
g S New CHAP Password: e
AEheOLeS Confirm New Password:

System Configuration
Support

Cancel Submit

Copyright @ 2011 - 20114 Dell Inc. All rights reserved.

Alternatively, you can also use the iscsi--setpassword CLI command to change the iSCSI CHAP password as
shown in the following example:

> iscsi --setpassword

WARNING: All existing 1SCSI sessions will be terminated!
Do you want to continue? (yes/no) [n]?

Enter new CHAP password :###H#HH#HHH#

Re-type CHAP password :#H##H#HHH##H#HH
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NDMP account details and management

The default username for the NDMP service is "ndmp_user.” This can be confirmed on the NDMP tab of the
Clients page in the DR Series system GUI.

DAL

DR4000

administrator (Log out) | Help

dr@-interop-a7.ocarina.local

=

Global View
Dashboard
Alerts

Events

Health

Usage

Container Statisti
Replication Statistics
Storage
Containers
Replication
Encrvnfion,

SCNEauiEs
System Configuration
Metworking

Active Directory

Local Workgroup Users
Email Alerts

Admin Contact Info
Password

Email Relay Host

Date and Time
Support

Diagnostics

Software Unorade

Clients

Total Number of Clients: 0

NFS

CIFs

RDA NDMP I5CSI

Number of Current NDMP Sessions in active: 0

NDMP Current Sessions Statistics

o]

Duration

State  Source

NDMP Completed Sessions Statistics

D

Duration

State  Source

DR2000v

Target

Target

| Edit Password [

2

Throughput Transfer Size DMA

Avg. Throughput Transfer Size DMA

Edit Password

Client Type: NDMP
User name: backup_user

New password:

Confirm password:

All fields sre requirad.

Cancel Change Password

You can also use the CLI command ndmp —show as shown in the following example.

> ndmp --show

NDMP User:

NDMP Port:

ndmp_user

10000

The default password is StOr@ge! It can be modified by running the ndmp —setpassword
command

> ndmp --setpassword

Enter new NDMP password :#####HH#HiH

Re-type NDMP password :####H#H#H#

NDMP password successfully updated.
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VTL Default Account Summary Table:

Service Account Default Credentials  CLI Modifier
NDMP ndmp_user StOr@ge! ndmp --setpassword
iSCSI <Appliance Hostname> StOr@geliscsi iscsi--setpassword

Managing VTL media and space use
General performance guidelines for DMA configuration

e The DR Series system (version 3.2 and later) provides inline VTL deduplication, compression, and
encryption at rest functionality. Backup applications (such as Dell NetVault, Symantec BackupExec,
Symantec NetBackup, and so on) should be configured so that any multiplexing, pre-compression,
software-side deduplication, or encryption is disabled. Enabling any of these features may adversely
affect the space savings and ingest performance of the DR Series system VTL feature.

e Slots and media should be configured so as to accommodate the environment backup requirements.
Initially, the logical capacity of a VTL should be no more than twice the physical size of the DR Series
system. If the initial VTL setup is over-subscribed at higher than a 2-1 ratio without proper planning
the DR Series system could fill up prematurely and cause unexpected system outage. It is highly
advisable to configure the DR Series system VTL feature such that the media count be made to
accommodate your initial data protection requirements. and then media be added as the
deduplication statistics become available to ascertain growth, media, and space requirements.

e Media Type selection will depend on a number of factors including the DMA used, the backup cycles,
data sources, and more. As a general rule, using smaller tapes is better than using larger tapes so as
to allow for a higher level of control over space usage by backup operations. This also allows for
easier handling in the event of a system running out of physical space as well as the normal data
cleanup procedures.

e Adding media to an existing DR Series system VTL is painless and should be leveraged to
incrementally add media as needed. Although this may require a higher level of involvement in
managing the media usage, it will result in better performance and avoid unplanned outages.

Physical DR space sizing and planning

Various factors such as total data footprint, change rate, backup frequency and data lifecycle policies will
dictate how much physical space will be needed to accommodate the Virtual Tape Libraries within a DR
Series environment. In addition, if other container types are hosted these two must be factored into space
requirement calculations. As a general rule the following can be used as a reference architecture to determine
the basic capacity needed for a given virtual tape library container:
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Determine Existing Data Set

Determine the change rate (Differential)

Determine the retention period

Calculate the data footprint during the retention period for existing data sets based on

a 10-1 deduplication ratio

5. Calculate the data footprint during the retention period for change rate data sets
based on a 10-1 deduplication ratio

6. Calculate the ratios within the retention period for each of the data sets

7. Determine the lowest ratio data set to be retired within the retention period and create

media of size that closest matches this data footprint so that when a retention period

is met the most amount of media is recycled to invoke data reclamation alignment and

optimizing media consumption.

=

IMPORTANT: If other containers are being configured to host CIFS/ NFS / RDA or
OST, these must also be factored into the planning and management of space.

Logical VTL geometry and media sizing

The logical size of the VTL including media size and media count should be made such so as to
accommodate the existing data footprint targeted for protection. The calculation for such should include the
initial footprint, change rate and retention period. It should also take in account the size of both full and
incremental data sets. Using the smallest iteration of the data sets to dictate the logical size of the VTL media
affords users the ability to retire media in smaller increments which results in high levels of use and also
provides the users the ability to conduct operations across smaller objects which results in higher levels of
flexibility such as when a restore is needed during backup operations.

We can review a typical full weekly plus incremental daily example to demonstrate one method of conducting
this calculation. In our example the total logical foot print for the customer environment is 20TB and with a
10% change within a weekly recovery point objective period for a complete weeks' worth of protection we
calculate that we will require 22TB of total logical media to retain the data footprint for the given environment
for one week. In order to allow for disparities we also include a 10% increase to allow for flexibility in the
deployment and use of the VTL which results in a 24.2TB total virtual media requirement for a single weekly
retention period.

Important Note: Media can always be added as needed. Media cannot however be deleted so care must be
taken in order to avoid creating too many media items.

In the previous example at the end of the 5-week cycle the 1* week retires and frees up media to be reused or
recycled which once processed will allow the DR to reclaim the physical space associated with the virtual
media. Since the smallest data set footprint resulting from the change rate is 2TB in each incremental iteration
we create our media at 800GB increments and add as we grow. For this example the initial Virtual Tape
Library would be created with 152 (121TB divided by 800GB) pieces of media at 800GB for each piece media.
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20TB Total initial footprint with a 10% change rate

1 2427B
2 242TB
3 242TB
4 242TB
S 242TB
Total 121TB

20TB
20TB
20TB
20TB
20TB

2TB
2TB
2TB
2TB
2TB

A2.4  Mediaretention and grouping
Due to the nature of Virtual Tape Libraries media must be managed in order to insure that physical capacity is
reclaimed in an orderly fashion to avoid running out of space and disrupting operations. Media must be
grouped within the data management application, such as NetVault Backup, in a way that full data sets are
targeted to separate media as incremental data and they in turn are grouped by data sets that expire within
the same period or that share the same recovery point objective. This ensures that media can be reused
effectively so that when full all incremental data expire the logical space can be reconciled thus enabling the
physical space to be reclaimed.
A2.5 VTL media count guidelines
LTO-4 | 800GiB 2000
LTO-3 | 400GiB 4000
LTO-2 | 200GiB 8000
LTO-1| 100Gib 10000
LTO-1| 50Gib 10000
LTO-1| 10GiB 10000
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A.2.6  Adding media to the VTL container

To add media to an existing VTL container navigate to the containers menu option. Select and edit the target
VTL container. Use the resulting dialog box field Add More Tape (no of Tape) field to input the number of
tapes to add to the VTL container.

Containers | Dispiay Stabistics

Numiber of Containers: § Container Fadh: /containers
Contaners Fikes Marke Typd  Access Protocol Loabled Heptcaton Salect

backup L] Auto NFS, CIFS Mot Configured
intvmS_ndme i Unéx Dump VTL NDWP Mot Confrgured
VILi3CSI
WL S0

("rm:cunuum: TEST_VIL_LALA
AUt Virtual Tapa Liteary
I CEM

Tape Size. * 800GE ACXGE 200G8

100GE 5068 oG8

Accats Protocol |8 NDMP et ] Mo Access

FQDM or IP
Agcess Conftrol 108738135

Gaa Maea Tape (no. of 1ane) )

Markes Type Unix Dumg

® Nona

Copyright & 3011 .. 2014 Dl Ine. A8 righ
' k cancel Mext >

U4

Alternatively you may also use the “vtl —create_carts” cli command for this operation:

> vtl --create_carts --name TEST_VTL_LALA --tapes 10

Created 10 cartridges

A2.7  Updating NetVault Backup to identify newly added VTL media

After the VTL media has been added to the target VTL container, NetVault must now be updated to be able to
use the newly created media.

1. Select the VTL and conduct an inventory update.

2. Navigate to the Tape Library Management menu for the given DR VTL and select
to Open Door. The Activity and Door Status will change from (Online;Closed) to
(Door Open;Open).

3. At this time select the Close Door function, which will force an update to the
inventory of the library contents. This will result in a Read Element Status request
by the NetVault Software, which in turn will update the new inventory status
resulting in the newly added tapes appearing for use within NetVault: Backup.
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|# + © [sbast /locabost

Tape Library Management

Hamn L]
Vendor 5T¢ [T L — aabhy  costen :
0

.....

Space reclamation guidelines

General Guidelines

The DR v3.2 Appliance Virtual Tape Library feature is presented to operating systems and data management
applications alike as devices either through iSCSI or NDMP protocol connectivity. The DMA interfaces with the
virtual tape library and all its underlying components including the drives and media though these specific
protocols.

The DMA must interact with the virtual tape media during a recycle, reuse or media initialization process in
order for the DR to be able to reclaim space during its own cleaning cycle.

This two-step process is required so that the backup software can reconcile the space by marking the media
as expired then reusing it, consolidating space across volumes/tapes or by simply recycling the media into a
scratch pool. Once these operations have been completed the DRs own cleaning cycle should be used to
reclaim that virtual tape media space which in turn will free up physical space on the DR unit.

Implementing proper media pool, groups and recycling practices will allow the virtual tape media to be used
at optimal levels and that the underlying physical space be reclaimed accordingly by the scheduled DR
reclamation.

Note: In general the guidelines provided above should be sufficient for normal operations to insure proper
reclamation of space is conducted preemptively. Refer your individual DMA applications for best practices
and guidelines regarding tape reuse.

Product Specific Guidelines

In the event that space becomes an issue or that a user impact requires manual cleaning media can either be
manually Erased, Blanked, Scratched or otherwise recycled and a manual cleaning cycle initiated on the DR
unit.
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For Netvault Backup the following can be used when a situation dictates that space must be reclaimed
manually.

1. From the Explore Storage: Tape & VTL Storage: Explore Tape Storage page select the volume and

Blank it.
2. Repeat this process as needed with all media items that can be reconciled for reclamation.

CAUTION: This will permanently delete / destroy the data on these virtual volumes.

Netvauk Badp *

L C bt localhost 24

;:1) NetVault Backup £ ainin- @

Explore Tape Media Item

Barcode  SROEAMOOT (To0ce & saveset Trom the st Eeskom: a
Label  AUTOINTE 13 Apr 11:36-1
Sroq: Saveset Date Saveiet Hame Size JobAnsanceFhase

Library AUTOINTE: Device DRVIZ:L700-5ROEAM 00 (STK L70
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Alternatively users can opt to use the bulk blank facility for scale by accessing the Manage Devices: Tape

Library Management Page.
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When the reconciliation process has completed on the NetVault: Backup software, from the DR Series
system, initiate a cleaning cycle either via the Ul or via the command line. For example:

> maintenance --filesystem --reclaim_space

Successfully started cleaner.

Make sure that the space has now been reclaimed via the Ul or via the command line. The Cleaner
Status should transition from Running to Pending at which time the statistics should change to

reflect the reclaimed space. For example

> stats --system
Capacity Used
Capacity Used in GB
Capacity Free
Capacity Free in GB
Read Throughput

Write Throughput
Current Files

Current Bytes

Post Dedupe Bytes

Post Compression Bytes
Post Encryption Bytes
Post Encryption Bytes in GiB
Compression Status
Cleaner Status
Encryption Status
Total Inodes

Bytes decrypted
Dedupe Savings
Compression Savings
Total Savings

22.0 GiB
23.666
7970.4 GiB
8558.199
0.00 MiB/s
0.00 MiB/s
66
33595753405
24926224990
22734553886
0

0.0 GiB
Done
Running
Disabled
101

0

25.81 %
8.79 %
32.33 %
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