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Introduction

Description

SAP HANA is an in-memory, relational database management system. It operates primarily as a column-
oriented store, but row-oriented tables are also supported. Both transactional and analytical workloads
are supported. SAP HANA is fully ACID compliant. Various features include a JSON store, spatial data
processing, text analytics and search, time-series analytics, streaming data processing, and graph data
processing.

An SAP HANA deployment requires a certified hardware appliance installed with one of several
supported operating systems. Hardware requirements include specification of the CPU architecture,
core count, minimum RAM, and minimum storage. The supported operating systems are Red Hat
Enterprise Linux for SAP Solutions, Red Hat Enterprise Linux for SAP HANA, SUSE Linux Enterprise Server
for SAP Applications, and SUSE Linux Enterprise Server.

SAP HANA offers an optional, embedded web application server XS Advanced (XSA) based on Cloud
Foundry. XSA offers native support for Node.js and JavaEE as well as extensibility through custom
runtimes.

Transactional updates to the database are performed using multi-version concurrency control to enable
read consistency and throughput. Writes are performed using row-level write locks with blocked
transaction monitoring.

An SAP HANA system contains a single system database and zero or more isolated tenant databases.
Multiple servers working together comprise the database system: name server, index server,
preprocessor server, compile server, script server, XS Advanced runtime, and others. A single system can
be distributed across multiple hosts to improve scalability and can utilize replication for high availability.

Key Features

The Foglight for SAP HANA Agent monitors the current and historical status of SAP HANA database
systems. Database configuration and performance statistics are collected and presented in real-time
dashboards and also available in packaged reports. Alerts are generated on respective components of
the system when indicators of current or potential future performance or availability issues arise. Setup
involves creating a monitoring agent for each target database system. Such agents are fully remote,
meaning that they are typically configured on a separate host. Installing the agent on the Foglight Agent
Manager ensures that nothing needs to be installed on the monitored system. A database user with
appropriate permissions is used by the agent to collect data. An agent may also be configured to collect
operating system metrics purpose of monitoring the database host and logs.

Data is collected from each configured SAP HANA system via the official JDBC driver. Collections take

place at regular intervals, called periods, which are configurable by collection type in the Foglight Agent
Properties. Critical metrics, such as system availability, are collected frequently, while data expected to
change less frequently, such as configuration settings or individual table metrics, are collected at longer



intervals. The Foglight Agent queries Hana system tables as well as the embedded statistics service for
the latest values of key parameters and metrics. These metrics are collected and compared against
thresholds and historical performance to identify system possible performance and availability issues.
Database hosts are monitored at the operating system level by the Infrastructure Agent which can also
be used to monitor SAP HANA native logs.
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Foglight for SAP HANA Requirements

Foglight for SAP HANA is compatible with SAP HANA 2.0 SPS 02 REV 20 and later. The multitenant
database container (MDC) architecture introduced in SAP HANA 1.0 SPS 09 (Revision 90) and made
mandatory in SAP HANA 2.0 SPS 01 (Revision 10) is the only architecture supported.

Foglight for SAP HANA may be installed on an FMS of version 5.9.2 or later. Agents require a Foglight
Agent Manager of version 5.8.5.2 or later.

11



Installing and Configuring Agents

Installation of Foglight for SAP HANA is detailed in the following sections. It is recommended that the
installation be performed in the order below:

e SAP HANA Configuration

e Cartridge Installation

e Creating and Configuring Agents

12



SAP HANA Configuration

Database User Setup
To configure the monitoring of an SAP HANA system, the Foglight agent requires a database user with
sufficient privileges on the SYSTEMDB and on each tenant database for which monitoring is desired.

Create an ordinary database user on each database in the SAP HANA system as follows:
CREATE USER <username> PASSWORD <password> NO FORCE_FIRST_PASSWORD_CHANGE;
GRANT CATALOG READ TO <username>;

GRANT SELECT ON SCHEMA _SYS_STATISTICS TO <username>;

The username (and password) must be the same as the SYSTEMDB database on each tenant database.

13



Resource Tracking

Some features of the Foglight for SAP Hana depend on resource tracking within SAP HANA. These
include SQL Query Plan memory monitoring and Expensive Statement tracking. The following steps are
necessary to enable this functionality.

Set the global [resource_tracking] properties ‘enable_tracking’ and ‘memory_tracking’ to ‘on.’

CPU consumption estimation is on by default (for all SAP HANA versions greater than SAP HANA 1.0 SPS
11). Check that the global [resource_tracking] property ‘cpu_time_measurement_mode’ is still set to

’ ’

on.

To enable expensive statement tracking, set the global [expensive_statement] property ‘enable’ to
‘true.’

The following SQL commands show how these settings can be changed globally:

ALTER SYSTEM ALTER CONFIGURATION ('global.ini', 'SYSTEM') SET ('resource_tracking',
'enable_tracking') = 'on';

ALTER SYSTEM ALTER CONFIGURATION ('global.ini', 'SYSTEM') SET ('resource_tracking',
'memory_tracking') = 'on’;

ALTER SYSTEM ALTER CONFIGURATION ('global.ini', 'SYSTEM') SET ('resource_tracking',
'cpu_time_measurement_mode') = ‘'on’;

ALTER SYSTEM ALTER CONFIGURATION ('global.ini', 'SYSTEM') SET ('expensive_statement’, 'enable') =
'true’;

Optionally change the following parameters from their defaults to customize the thresholds that define
which statements are considered expensive:

e ‘threshold duration’ in microseconds,

e ‘threshold_memory" in bytes (only effective if resource and memory tracking are also
enabled),

e ‘'threshold_cpu_time' in microseconds (only effective if resource and CPU time tracking
are also enabled).

For SAP HANA express edition, execute the following to enable collection of SQL Plan statistics:

ALTER SYSTEM ALTER CONFIGURATION ('indexserver.ini','SYSTEM') SET('sql’,
'plan_cache_statistics_enabled') = 'True';
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Cartridge Installation

1.
2.

Open Foglight Management Console.

A separate license may be required for the SAP HANA cartridge. From the navigation pane,
select Dashboards > Administration. Then select Licenses. Click the “Install” button and select
the .license file.

From the navigation pane, select: Dashboards > Administration > Cartridges > Cartridge
Inventory. The Cartridge Inventory screen appears.

Load the SAPHANA Agent into the FMS by clicking on “Install Cartridge” and browsing to the
location of the agent CAR file. Leave the “Enable on Install” check box checked.

Once the installation has completed on the Foglight Management Server, the SAP HANA

cartridge will appear in the table of installed cartridges.
Cartridge Inventory

The Cartridge Inventory dashboard contains controls for installing, enabling, disabling, and uninstalling cartridges, as well as for viewing information about the installed cartridges.

Installed Cartridges | Core Cartridges

[g Install Cartridge ninstall |} Enable |} Disable SAPHANA x =
[] status Cartridge Name = Version
O [ sAPHANAAgent 5.9.3.20

Deploy the cartridge to the Foglight Agent Manager that will be used to host the agent. This step
must also be repeated after every cartridge upgrade. Use the “Deploy Agent Package” button on
the Agent Status or Agent Managers page to perform this step.
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Creating and Configuring Agents

The Agent Status page can be used to create new agents and configure and manage existing agents. To
access the page from the navigation panel, select: Dashboards > Administration > Agents > Agent
Status.

Use the following steps to create a new agent instance:

1. Click the Create Agent button and follow the instructions for the cards:

a. Host Selector - Choose the Agent Manager on which the agent should run.
Considerations for this may include physical or virtual locality to the monitored instance,
allocated resources, or grouping with other agents of the same type or monitored
environment.

b. Agent Type and Instance Name — Select the SAPHANA Agent type. Then, select the
“Specify Name” radio button and provide a name for the agent created. This is not
canonical and should be representative of the database system that this agent will
monitor.

¢. Summary — Click Finish.

Once the agent is created, click the checkbox next to the newly created agent.

Click the “Edit Properties” button.

Select “Modify the default properties for this agent.”

Edit the agent properties for the SAP HANA agent instance — see Agent Properties below.
Click “Save,” return to the Agent Status screen, reselect the agent as necessary and click the

“Activate” button.

ok wnN

To modify the properties for an existing agent, skip to steps 3-6 and subsequently select “Deactivate”
followed by “Activate” to restart the agent.
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Agent Properties
Below is a complete list of the configurable properties of the Foglight for SAP HANA agent and an
explanation of each property.

Landscape

Landscape (required)

prod_123

System Database Connection
Host Address

your.hana.system, com

Port 30013
Username foglightAgent
Password (TTTITTTL
Use Compression?

Periods (sec)
Availability a0
Databases and Tables a0
Services, Volumes, and Load a0
Query Plans 300
Transactions 00
Alerts 60
Configuration a0

S0L Options
Max SQL Plans Per Period 00

Select Top SQL By

Total Execution Time

Max Expensive Statements Per Period 00

Select Expensive Statements By CPU Time "
Expensive Statement Threshold Duration | 4

(zec)

Max Blocked Transactions Per Period 200

Table Options

Max Top Tables Per Database 200
Min Table Disk Size (KiE) 1048575
Min Table Memary Size (KiE) 1043575

Foglight for SAP HANA — Cartridge Guide



System Database Connection
The agent requires a connection to the SYSTEMDB database to gather many system properties and
metrics.
e Host Address — Hostname or IP on which the SAP HANA system node is running.
e Port—The SQL port for the system database.
Username — The system database username.
Password — The system database user’s password.
o Use Compression? — Whether the database connection should be compressed.

Landscape

A name for the landscape containing the SAP HANA System may be arbitrarily chosen for the Landscape
property. It is used exclusively to differentiate two or more SAP HANA Systems with the same SID.

Collection Periods

The collection period fields in the agent properties set the sample frequencies and are in seconds. Any
collection can be turned off by setting its period to zero. The default collection periods vary based on
the type and volatility of data collected.

e Availability — Controls the query interval for the SAP HANA system and database availability
collections.

e Databases and Tables — Controls the query interval for collection of data pertaining to
databases present on the system and table memory and persistence metrics.

e Services, Volumes, and Load — Controls the query interval for collection of the service, volume,
and host load metrics.

e Query Plans — Controls the query interval for collection of the SQL query plans and expensive
statements. Note that resource tracking must be enabled in the SAP HANA system for expensive
statement data to be available.

e Transactions — Controls the query interval for blocked transaction monitoring.

e Alerts — Controls the query interval for native alert collection.

e Configuration — Controls the query interval for system configuration tracking.

SQL Options
Max SQL Plans Per Period — The maximum number of SQL plans to retrieve per collection period.

Select Top SQL By — The metric used to determine which SQL plans are collected in the usual case when
the SQL plan cache contains more plans than can be collected based on “Max SQL Plans Per Period”.

Max Expensive Statements Per Period — The maximum number of expensive statements to retrieve per
collection period. Expensive Statement tracking is only possible if Resource Tracking has been
configured in SAP HANA.

Expensive Statement Threshold Duration — The minimum duration of an expensive statement to qualify
for retrieval. Note that only “Max Expensive Statements Per Period” expensive statements will be
retrieved per period, regardless. Hence it is possible that additional expensive statements above this
duration exist but are not collected by Foglight.
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Table Options
Max Top Tables Per Database — The maximum number of tables collected per period per database.

Min Table Disk Size (KiB) — The minimum table disk size for its persistence metrics to be collected.

Min Table Memory Size (KiB) — The minimum table memory size for its memory metrics to be collected.
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Roles

Two roles, SAP HANA User and SAP HANA Administrator, are installed with the cartridge. Viewing SAP
HANA dashboards requires that a user be assigned one of these roles or have the core Administrator
role. In the current release, the SAP HANA Administrator role is interchangeable with the SAP HANA
User role. In future releases, the SAP HANA Administrator role may confer additional privileges, such as

where system modification options are available.
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Upgrading the Agent

1. Go to Dashboards > Administration > Cartridges > Cartridge Inventory and click the Install
Cartridge button.

2. Locate the .car file on your system and install it with auto-enable selected. If you get a message
that a bundled cartridge is of an older version than the one currently enabled on your FMS and
will not be enabled, ignore it and continue.

3. Once the cartridge is installed and enabled, go to Dashboards > Administration > Agents > Agent
Managers. Agent Managers that can be upgraded with newer agent packages will show “yes” in
the Upgradable | Agents column. Select all Agent Managers you wish to upgrade and click the
Upgrade button.

Note: If an Agent Manager is not upgradable, check that the Agent Manager version is compatible with
the newer agent version. If it is not, the Agent Manager will need to be upgraded first.
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Dashboards

SAP HANA Systems

The main entry point to the Foglight for SAP HANA cartridge dashboards. It provides a list containing
each SAP HANA system monitored by the Foglight Management Server. Each system can be identified by
its SAP ID and its system code. The database hosts that comprise the system are selectable to enable
drilling down to the Host Overview page (see below). The dashboard displays system properties,
availability, and current alarm state.

Health SAP ID SAP System Hosts Availability Status F c w Start Time Version Build
0 HDB 01 imdbmaster 100 % OK - 23 6/10/19 8:14 AM 2.00,033.00.1535711040 fa/hana2sp03
Q H15 00 hana-15-master 100 % o< M WEsN @ 3 6/7/19 11:31 AM 2.00.020.00.1500920972 fa/hana2sp02

Host Overview

The Host Overview screen provides a comprehensive overview and health status for the selected
database host. Availability and monitoring status, as well as database and service up/down status, are
displayed along with hardware and software installation properties. Infrastructure and storage
utilization, top SQL plans, and top current alarms give a top-level overview of the performance of the
database host.

System: HDB Hostname: imdbmaster Landscape: second Active: YES Host Status: 0K

Availab Status 3 Summa

Top 10 Alarms Top 10 SQLs
AU ] ®
dln
P 110310 . o 1212 3 Top SQL by: Avg Time ~
Availabilty during the last hour 98%

5 Avg
SQL Statement Executions 9
[ procedure: 242

" SYS_STATISTICS™."ALERT_OPEN_TRANSACTIONS™ 294
Properties nfrastructure wvariable: ITEMS line: .. me
SELECT D.HOST, V.PORT, V.SERVICE_NAME, 2275 381
_ . V.VOLUME_ID, V.SUBPATH, VS.DATA SIZE / (1.. g ms
Hardware Xen - o SELECT CASE STATS.ACTIVE_STATUS WHEN NQ' THEN Sea3 28
o5 SUSE Linux Enterprise Server 12,3 ‘INACTIVE' WHEN 'YES' THEN "ACTIV . ms
Kernel 4.4.155.94. 57 default 1o SELECT ALERT_ID, INDEX, ALERT_HOST, ALERT_PORT, sa1g 27
- o G # SNAFSHOT _ID, ALERT_DESCRIFTION, . 4 ms
Csrues (Threzs) : EJ;[R)‘{ (R) CPU E5-2686 v4 @ 2.30GH * 2= B 85 SELECT D.HOST, V.PORT, V.SERVICE_NAME, Laar T2
n =on v - SHGHz Utilization Utilization W .VOLUME_ID, V.SUBPATH, V5.DATA_SIZE / (1 o ms

05 User hdbadm (1001) o 0 . .

/* procedure: -

Timezone (Offset)  EST (-05:00) " SYS_STATISTICS™."COLLECTOR_HOST_SERVIC 1,523
E_MEMORY" variable: ::ROWC.. ms
SELECT TRIGGER_NAME, TRIGGER_GROUP, o 2
NEXT_FIRE_TIME, PRIORITY FROM QRTZ_TRIGGERS ms
Performance olumes SELECT CASE STATS.ACTIVE_STATUS WHEN 'NO" THEN 5 206
“INACTIVE' WHEN 'YES THEN ACTIV... ms
Trace [* procedure: -
B o *_SYS_STATISTICS™."ALERT_CHECK_RESTARTED 1485 22

5 m ssaca . 2956 _SERVICES™ variable: BASE ... i
o 0 = SELECT CASE STATS.ACTIVE_STATUS WHEN NO' THEN 4554 176
) - - ‘INACTIVE' WHEN 'YES THEN ‘ACTIV... . ms
s 11+ 27 92
Utilization Utilization Utilization
070 0720 0730 0740 O7:50 0800 6268 @ 8768 @ 27568 &
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Memory
Memory from the host and current Utilization are displayed alongside peak and current memory usage
for the SAP HANA database.

Overview | Memory | Hostload | Services | SQL Flans | Expensive Statements | Blocked Transactions | Table Persistence | Native Alerts
Databases and Services
Name Health Status  Memory
ET001 L]
diserver L]
indesever @
@ I SYSTEMDS ®
xsexecagent @
Instance hemery
—— Physical Total dasman e
wg preprocessot @
—Usad by HANA uebdspatcher - @
compieserver @
o xscontroller )
%% of alocation used mimeve @
nameserver @
o B ®
00 0TIs 070 WS 030 03 e 04 0720 078 e 00
Total Wemeey
WFree
Wost Usod Tt
[T Sa—
U5 0730 025 0730 0735 OTA) 0749 OTAD 075 080D DGOE . R

Host Load
CPU, Network Load, and Swap Usage for the database host are displayed in parallel graphs.

Overview | Memory | Host Load | Services | SQL Plans | Expensive Statements ‘ Blocked Transactions | Table Persistence ‘ Native Alerts

Current CPU
—CPU
H  normal @
O waming 27% |
O crtical '
O ratal Sy /

0800 D700 0800 0600 1000 1100 12:00 1300 1400 1500 16:00 1700 1800 1900 2000 2100 2200 2300 000 D100 0200 0300 0400 0500

oo
&0
a0
Netwark
=
@ e Ot
) —in
b}

08:00 0700 08:00 0800 1000 1100 1200 1300 1400 1500 1600 17:00 100 1900 2000 2000 22:00 2300 0000 0100 0200 0300 0400 0500

=1 ,

1
Swap usage as %
of total host
usage
Swap Tratfic Swap Usage
o o
[ J— @ [WlFree
I W used oo0% W
- /
]
0G0 0EOD 1200 SO0 0BOD 2000 00D 0300 0BN0 DEOD 1200 1500 1800 2000 0000 0300
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Services
Database service views for both the system database and each monitored tenant database show
estimated CPU usage along with the service start time, process ID, and other service properties.

Service filter: ALL = Database filter: ALL +
Name diserver I B
Status ACTIVE v f s
Detai a0 280 g
: d 15% 80
StartTime  2/26/20 6:37 AM " @~ Effec. Alos. Lint 10 " a
ProcessID 8,691 Y, &% ek bemory B i }
Database  T001 —— oy Usage
sQLPort  nja e — % of effective allocation used
S — P — )
020 w0890 o0 ww0 oeoo
Name indexserver = 12
—_—
Status ACTIVE
Detai master .
StartTime  2/27/20 7:43 AM . o e e
ProcessID 21,914 o CPUEs — ], T —reteney
Database  T001 —— oy Usage
SQLPort 30,141 % of effective allocation used
07:20 o7:40 07:20 07:40 08:00
Name diserver 2
Status ACTIVE -
Detai . ™ 80
. 0 5%
StartTime - 2/26/20 6:57 AM M @ Effeo. Aloc. Limt 10 ER
ProcessTD 8,689 — CPUESt. L peak Memary o \‘ el §
Datsbzze  HDB ——emory Usage
sQLPort  nja | % of effective allocation used
e — A — )
07:20 o7 08:00 o7:20 07:40 02:00
Name indexserver = w S
Status ACTIVE A
[ —
Detai master . o @80y
— 83%  m0
StartTime  2(26/20 6:35 AM . @ ——Effec. Aloc. Limit 0
ProcessD 4,577 L ——CPUEsL g Feak bmary 100 2
Datsbase  HDB e B lemory Usage
SQLPert 30,115 % of effective allocation used
o A — )
07:20 07:40 0800 o7:20 07:40 02:00

SQL Plans

SQL statement, hash, and a variety of performance metrics are tabulated for the collected SQL plans.
Top SQL plans are collected and are sorted by criteria defined in the agent properties. Sort criteria
include average execution time, total execution time, execution count, average execution memory size.

— Workload

s - - — A
Th 06:00 Tha 08:00 Thu 10:00 Th 12:00 Th 1400 Thu 18:00 Th 1800 Tha 2000 T 2200 Fi 00:00 Fri02:00 Fii 0400

Top 5L by: AvgTime

search -
App i Avg Total Avg Max  Total Lock Total Lock Statement
5QL Statement Database  AppNeme  APP  Executions 29 TotalTime Max Time Memory | Memery | Mumory | Count | Dusabion ==

/= procedure: *_SY5_STATISTICS"."ALERT_CHECK_RESTARTED 381 422.66
* SERVICES" variable: BASE_. HDB 1,500 ms sec 2.00sec. 0.00GB 0.00MB 0.00GB 0 0.00 sec 5c616e0d4c
/* procedure: " SYS_STATISTICS™."ALERT_BACKUP_LONG_LOG 128 192.49
/BACKP* vericbie: BACKUPC SYSTEMDE Ls02 2 o LODsec 9.36GB 6.00ME 0.00GB 0 0.00sec 2e9dedides..
SELECT alert_rating, count(=) FROM 1220 18361
_sys_statistics.statistics_current_alerts GROU. HDB 1,501 ms sec 0.00sec 0.34GB 0.00MB 0.00GB 0 0.00sec b08d82dc78.
/= procedure: *_SYS_STATISTICS"."ALERT_CHECK_INACTIVE__ 118 177.26
SERVICES" variable: ::ROWC. HDB 1,500 ms sec 1.00sec 0.05GB 0.00MB 0.00GB 0 0.00 sec 704972dbsc.
SELECT ALERT ID, INDEX, ALERT HOST, ALERT_PORT, 5 21090 1081 8200
SNAPSHOT_ID, ALERT_DESCRIPTION, HDB FglAM-5.9.2 1,805 ms sec 1.00 sec = ™B 0.00 GB 0 0.00 sec eBa26232e1.
/* procedur SYS_STATISTICS™."ALERT_CHECK_INACTIVE_ S0 136.27
SERVICES" var - SERVIC. HDB 1,500 me cec 1.00sec 0.05GB 0.00MB 0.00GB 0 0.00 sec  2Bca313866.
= procedure: *_SYS_STATISTICS". "COLLECTOR_HOST_SERVIC 73 110.51
E_MEMORY" variable: ::ROWC... HDB 1,500 ms sec 0.00sec 0.02GB 0.00MB 0.00GB 0 0.00 sec 327476b41b
/= procedure: * SY5_STATISTICS"ALERT_CHECK_SERVICE_A 67 10L17
LLOCATION_LTMIT" variabie: TOOL 1,502 ms sac 2.00sec. 0.02GB 0.00MB 0.00GB 0 0.00 sec e3f67alach
call_SYS_STATISTICS STATISTICS_SCHEDULABLEWRAPPER(Timer', ?, 62 4,499.02 133.00
2,70 HDB 72,486 ms sec sec 60.86GE 0.00ME 0.00GE 0 0.00sec defds67883.
/= procedure: ~_SYS_STATISTICS"."ALERT_CHECK_SERVICE_A 58
LLOCATION_LIMIT® variable:... SYSTEMDB 1,502 ms 87.43sec 1.00sec 0.02GB 0.00MB 0.00GB 0 0.00 sec e3f67a0ach
/= procedure: *_SY5_STATISTICS"."COLLECTOR_HOST_LONG_R 52
UNNING_STATEMENTS® variabl. SYSTEMDB 1,502 ms 79.42sec 0.00sec 0.13GB 0.00MB 0.00GB 0 0.00 sec 88f3a62bd0.
/* procedure: " SYS_STATISTICS™."COLLECTOR_HOST_LONG R 51
{INNING, STATEMENTS: voriabl HDB L5001 76.67sec 0.00sec 0.7GE 0.00MB 0.00GB 0 0.00sec 88736200
= procedure: ~_SYS_STATISTICS". "ALERT_CHECK_INACTIVE_ 50
SERVICES" var - ROWC SYSTEMDB 1,502 me 75.39sec 1L.00sec 0.05GB 0.00MB 0.00GB 0 0.00sec 704972dbéc.
SELECT alert_rating, count(*) FROM 24
_sys_statistics.statistics_current_alerts GROU. SYSTEMDB 1,503 ms 67.36sec 0.00sec 0.42G8 0.00MB 0.00GB 0 0.00 sec b08d82dc78.
SELECT ALERT_ID, INDEX, ALERT_HOST, ALERT_PORT, SYETEMAA | FalAM.S & 4 vanal Bl mascar rancar arnreml 200 hanen A nAfcer amatAntet Y
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Expensive Statements

The Expensive Statements dashboard displays individual statement executions that exceed CPU,

memory, or time thresholds. Resource monitoring must be configured in the SAP HANA database to

enable expensive statement monitoring. See the agent configuration section above.

Overview | Memory | Host Load | Services | SQL Plans | ‘ Blocked Transactions ‘ Table Persistence | Native Alerts
6%
—— Workload
Thu 06:00 T;u 08:00 Thu 10:00 Thu 12:00 Thu 1400 Thu 16:00 Thu 18:00 Thu 20:00 Thu 22:00 Fri 00:00 Fri 02:00 i 04 uu‘ e
Database: ALL + Operation: ALL v
Search L~ =

Host Database Operation  Start Time Duraton ~ CPU Memory | Tremesacion| Games fan User Schema Records S‘ﬁ‘:g-':"t 5QL Stat
imdbmaster | SYSTEMDE CALL 8/3/19 4:31 AM 1,005 ms 52ms 0.00 MB 17 100132 | _SYS_STATISTICS _SYS_STATISTICS 5 d5fd667883... call _SYS_STATISTICS.STATISTICS _SCHEDULABLE -
imdbmaster | SYSTEMDE COMPILE 8/3/19 4:31AM 1,002ms 15ms | 0.00MB 4“4 103444 | _SYS_STATISTICS _SYS_STATISTICS 0 Saece38724... SET TRAMSACTION LOCK WAIT TIMEQUT 120000
imdbmaster | SYSTEMDE CALL 8/9/19 4:31AM 1,327 ms | 169ms 0.00 MB 19 100133 | _SYS_STATISTICS _SYS_STATISTICS 5 d&fd667883... call _SYS_STATISTICS.STATISTICS _SCHEDULABLE
imdbmaster | SYSTEMDE CALL 8/3/19 4:31 AM 1,036 ms Sims 0.00 MB 16 100136 | _SYS_STATISTICS _SYS_STATISTICS 5 d&fd667883... call _SYS_STATISTICS.STATISTICS _SCHEDULABLE
imdbmaster SYSTEMDE CALL 8/9/19 4:31 AM 1,074 ms 44ms 0.00 MB 1B 100135 | _SYS_STATISTICS _SYS_STATISTICS 5 d6fd667883... call _SYS_STATISTICS.STATISTICS_SCHEDULABLE
imdbmaster SYSTEMDE CALL 8/9/19 4:31AM 1,194 ms 37ms  1.00 MB 20 100134 | _SYS_STATISTICS _SYS_STATISTICS 5 d6fd667883... call _SYS_STATISTICS.STATISTICS_SCHEDULABLE
imdbmaster SYSTEMDE CALL 8/9/19 4:04AM 1,015ms | 241ms 0.00 MB 17 100132 | _SYS_STATISTICS _SYS_STATISTICS 5 d6fd667883... call _SYS_STATISTICS.STATISTICS_SCHEDULABLE
imdbmaster SYSTEMDE CALL 8/9/19 3:47 AM 1,523 ms 33ms 0.00 MB 20 100134 | _SYS_STATISTICS _SYS_STATISTICS 7 d6fd667883... call _SYS_STATISTICS.STATISTICS_SCHEDULABLE
imdbmaster SYSTEMDE CALL 8/9/19 3:47 AM  1,532ms 34ms 0.00 MB 1B 100135 | _SYS_STATISTICS _SYS_STATISTICS 5 d6fd667883... call _SYS_STATISTICS.STATISTICS_SCHEDULABLE
imdbmaster SYSTEMDE CALL 8/9/19 3:47 AM 1,639 ms 36ms 0.00 MB 17 100132 | _SYS_STATISTICS _SYS_STATISTICS 5 d6fd667883... call _SYS_STATISTICS.STATISTICS_SCHEDULABLE
imdbmaster SYSTEMDE CALL 8/9/19 3:47 AM 1,779 ms 42ms 0.00MB 15 100136 | _SYS_STATISTICS _SYS_STATISTICS 5 d6fd667883... call _SYS_STATISTICS.STATISTICS_SCHEDULABLE
imdbmaster SYSTEMDE CALL 8/9/19 3:47AM 1,727ms| 107ms 0.00 MB 19 100133 | _SYS_STATISTICS _SYS_STATISTICS 21 d6fd667883... call _SYS_STATISTICS.STATISTICS_SCHEDULABLE
imdbmaster SYSTEMDE CALL 8/9/19 3:32AM 2,295ms | 2,050ms 0.00 MB 19 100133 | _SYS_STATISTICS _SYS_STATISTICS 9 d6fd667883... call _SYS_STATISTICS.STATISTICS_SCHEDULABLE
imdbmaster | SYSTEMDB | CALL 8/9/19 3:32AM 2,475ms 1,772ms 0.00 MB 16 100136 | _SYS_STATISTICS _SYS_STATISTICS 1,431 dofd667883.. call _SYS_STATISTICS.STATISTICS _SCHEDULABLE
imdbmaster | SYSTEMDB SELECT  8/9/19 3:31AM 1,137ms  307ms 17.00 MB 14 101158 FOGLIGHTDS FOGLIGHTOS 0 e8a26232e1... SELECT ALERT_ID, INDEX, ALERT_HOST, ALERT_F
imdbmaster | SYSTEMDB | CALL 8/9/19 3:02AM 1,429ms ~ 34ms 0.00 MB 16 100136 | _SYS_STATISTICS _SYS_STATISTICS 7 d6fd6e7883... call _SYS_STATISTICS.STATISTICS_SCHEDULABLE
imdbmaster | SYSTEMDB | CALL 8/9/19 3:02AM 1,435ms ~ 34ms 0.00 MB 17 100132 | _SYS_STATISTICS _SYS_STATISTICS 5§ d6fd6e7883... call _SYS_STATISTICS.STATISTICS_SCHEDULABLE
imdbmaster | SYSTEMDE | CALL 8/9/19 3:02AM 1,651ms ~ 35ms 0.00 MB 19 100133 | _SYS_STATISTICS _SYS_STATISTICS § defdes7883... call _SYS_STATISTICS.STATISTICS_SCHEDULABLE
imdbmaster | SYSTEMDE | CALL 8/9/19 3:02AM 1,682ms ~ 35ms 0.00 MB 18 100135 | _SYS_STATISTICS _SYS_STATISTICS § defdes7883... call _SYS_STATISTICS.STATISTICS_SCHEDULABLE
imdbmaster | SYSTEMDE | CALL 8/9/19 3:02AM 1,527ms ~ 96ms 0.00 MB 20 100134 | _SYS_STATISTICS _SYS_STATISTICS 21 defdes7883... call _SYS_STATISTICS.STATISTICS_SCHEDULABLE
|2ﬁdhm=erur SYSTEMNR | CAll R/0/10 2:47 &AM 1 1IN ma AN m=s N NN MR 1A 1NN13A S¥S CTATISTICS SYS STATISTICS & ARFARRTRRZ rall GVE CTATICTTES STATTICTIOS SOHFDII AR F

Blocked Transactions

Blocked transactions metrics are displayed along with the time of occurrence, lock details,

and blocked transaction hashes.

| Memo

| Host Load ‘

‘ SQL Plans

Expensive Statements

‘ Table Persistence

lock owner,

Native

dii

100

A A N A %
N\ AN AN Y _—
AN . - AN VAN \ Workload
Jul 15 Jul 16 Jul 1T Jul 18 Jul 19 Jul 20 Jul 21 Jul22 Jul23 Jul24 Jul 25 Jul 26 Jul2T  Jul 28 Jul20 Jul30 Jul 31 Aug D1 Aug 02 Aug 03 Aug 04 Aug 05 Aug 06 Aug 07 Aug D8 Aug DB
Database: ALL =
Search P-| &=
Transaction Lock Owner Blocked
Host Database Since Observed Waiting Lock Mode Lock Type Statement Hash Statement Hash
imdbmaster Too1 5/31/19 5:13PM 5/31/19 5:15PM 1.700000 EXCLUSIVE OBJECT_LOCK | 35085b9f4dcdcdaB22e650be4felbad2 f767c0c17282027474b 10650 5ebafded
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Table Persistence
Metrics related to the largest tables are displayed. The Table Persistence dashboard shows availability
charts for the system database and each monitored tenant database. Tables can be filtered by database

and schema. The minimum size threshold for tables as well as a maximum total number of tables to

collect is configurable in the agent properties.

Overview Host Load | Servic )L Plans | Expensh ements | Blocked Transactio tive Alert:
Databases Schemas
B Namne: Availabity Active Fallback Snagshot Restart Mode 05 User oseoy = | [ Narme 5
[ HoB V 100 % YES nia DEFALLT . SAPABAPL
[ SYSTEMDB V100 % YES a DEFAULT [7] SAPABAP2
[A TooL 0% Mo na DEFALLT [] sAPABAP3
_svs_RepO
TODL Availability x e
100 _5¥5_REPO
o
o .
Tables b -
General "' Event Counts Times
Name Disk Size Int Optimize Truncate copy Last Modified
REPOSRC 21668 . 0 ] 0 o Ve
SMIMCONTI 13168 [ 0 0 o v
REPOSAC 43968 [ ] 0 o n
SACONTO! 1.01GB Wed29 M3 FA31 SO Sn02  headd  Tuebd 0 o 0 o oA
‘SASACONTL 23868 ] ] 0 [ a
SMIMCONTI 150 68 e 0 ] 0 ) Ve
REPOSAC 477 GB BT TOOVE Y TR o 0 0 o v
SACONTO! 1.01 6B 150 0.00 MB o 0.00MB [ o 0 o Ve
SASACONTL 2.38G8 281 0.00 MB 0 0.00 MB 0 ] 0 3 a
SMIMCONTL 150G8 [ 0.00 M8 o 0.00 MB 0 ] 0 [
ACTIVE_OBJECT 12468 150 0.00 B o 0.00 MB 0 0 0 o wa
ACTIVE_OBJECT 12068 148 0.00 B o 0.00 8 [ 0 0 o
ACTIVE_ORJECT /a v a ia nla nia 0 0 o Ve

Native Alerts

Native SAP HANA database alerts are collected by the SAP HANA agent. Each alert is then assigned a
Foglight severity (informational, warning, critical, or fatal) corresponding to their alert severity. These
alerts can be seen on the main Foglight alarms dashboard along with alarms generated by all other
cartridges.

Overview | Memor ost Load | S | SQLPlans | Expensive Statements | Blocked Transactions | Table Persisten
Current Alerts -
search P-| =
Datwbase D oot oimmence  ewmes Description Recommendation
SYSTEMDE 24 @ | 8/9/135:31AM ) | Determines whether or not there have been any high priority dlerts since the last... Investigate the alerts. -
SYSTEMDE 50 /4, | 8/9/195:31AM &) | Determines the number of diagnosis fles written by the system (exduding zip-file... Investigate the diagnosis fles.
HDE 24 @ 8/3/195:35AM 3  Determines whether or not there have been any high priority alerts since the last... Investigate the alerts.
HDE 43\ 8/S/195:35AM 3]  Determines whatpercentage of its effectve allocation mit a service is using. Check for services that consume alot of memory.
HDE S0 A\, 8/5/195:35AM =)  Determines the number of diagnosis fles written by the system (exduding zip-fle... Investigate the diagnosis fies.
HDB 109 €3 |8/9/195:35AM 3]  Ifthe backup history is broken, the log_mode is internally set to overwrite. itis ... Perform a data backup as soon 2 possible to ensure that the service is fuly reco
TOOL | 24 @) 8/8/195:29AM 5 | Determines whether or not there have been any high pr ATt Desarption *
TOOL S0 4\, 8/9/19::29AM 3] Determines the number of diagnosis fles written by the &ﬁﬁggfiisi?%\ii broken, the '\jggﬁp‘f nternaly set to overwrite, itis not ensured
Native Alert Instances %
Timestampv  Severity =]
3/3/19 4:32 AM @ Theactivestd -
8/2/19 8:47 AM @ Theactive sta
Prior Alerts 731/123:32AM | @) Theactive st
7/22/19 6:32 AM @ Theactive sta
o 5 L3t Lt FEp—" 7/16/1310:10AM €9 The active status of xsusaserver on host imdbmaster, port 30131 has been NO for 169.000000 seconds.
Severity Ocaurrence~ Instances 6/21/19 10:04AM @3 The active status of xsusaserver on host imdbmaster, port 30131 has been NO for 60.000000 seconds.
TO01 42 €3 | 8/B/19%23PM 3 Tdent 539019 s:03PM € The active status of xsuzaserver on hostimdbmaster, port 30131 has been NO for 110,000000 seconds.
MR 2 @ EEsmAsAM S Detl gimigipam € Theactive status of xsuaaserver on host mcbmaster, port 30131 has been NO for 470,000000 seconds.
SISTEMDE 4 €3 8//19432AM & ldent cpoigizonpw @Y Theactve stats of deemon on hostimdbmaster, port 30100 has been STARTING for 600,000000 seconds.
HE 4 @ (8/8/19%33AM S 1M cpynssozaM @) The active status of ssussserver on hast imdbmaster, port 30131 has beat NO for 111000000 seconds.
SYSTEMDB 3 €3 8/8/194:32AM & |Ident
SYSTEMDB 5 A, B8/B/19432AM 3 | Dete
HDE 5 €3 B[71910:58AM & Dete
SYSTEMDE 46 {p | B[7/1910:03AM 3 Ident
SYSTEMDB 88 A\ 8/6/191231AM &  Dete
HDE 88 A, E[5/19535PM 3 Dete 3
TOOL 88 A4y 8/4/191:52PM & D - |
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Rules

SAP HANA Blocked Transaction
Alerts if a Blocked Transaction wait time is high.

SAP HANA Database Availability
Alerts if the SAP HANA database becomes unreachable.

SAP HANA Expensive Statement
Alerts if an Expensive Statement has high CPU time, memory usage, or duration.

SAP HANA Host CPU Used Percent
Alerts if CPU utilization on the host is high.

SAP HANA Memory Instance Allocation Used Percent

Alerts if the memory used by an instance as a percentage of its allocation limit is too high.

SAP HANA Memory Used Physical Memory Percent

Alerts if the physical memory usage is too high.

SAP HANA Native Alert
Publishes SAP HANA native alerts to Foglight.

SAP HANA Service Used Memory Effective Allocation Percent
Alerts if the service's usage of its effective memory allocation is too high.

SAP HANA SQL Plan Averages

Alerts if a SQL plan's average execution time or average memory utilization is high.
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SAP HANA SQL Plan Totals

Alerts if a SQL plan's execution rate or total percentage of time executing has been high.

SAP HANA System Availability
Alerts if the SAP HANA System becomes unreachable through the system database.

SAP HANA Table AutoMerge

Alerts if automatic delta table merges are not activated for the below table.

SAP HANA Table Delta Main Ratio

Alerts if the ratio of a table's delta memory to main memory is high.

SAP HANA Table Delta Size

Alerts if a table's delta memory is large.

SAP HANA Table History
Alerts if a history table is found on the database.

SAP HANA Table Logging

Alerts if logging for a table was not on at last restart time.

SAP HANA Table Persistent
Alerts if a table's persistent memory preference is inconsistent or changes.

SAP HANA Volume Used Disk Percent

Alerts if the percentage of disk used on a volume is too high.

Internal statistics server problem
Identifies internal statistics server problem.
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Host physical memory usage
Determines what percentage of total physical memory available on the host is used. All processes
consuming memory are considered, including non-SAP HANA processes.

Disk usage
Determines what percentage of each disk containing data, log, and trace files is used. This includes
space used by non-SAP HANA files.

Inactive services
Identifies inactive services.

Restarted services
Identifies services that have restarted since the last time the check was performed.

Host CPU Usage
Determines the percentage CPU idle time on the host and whether or not CPU resources are running
low.

Delta merge (mergedog) configuration

Determines whether or not the 'active' parameter in the 'mergedog' section of the system configuration
file(s) is 'yes.' mergedog is the system process that periodically checks column tables to determine
whether or not a delta merge operation should be executed.

Memory usage of name server
Determines what percentage of allocated shared memory is being used by the name server on a host.

Lock wait timeout configuration
Determines whether the 'lock_wait_timeout' parameter in the 'transaction' section of the
indexserver.ini file is between 100,000 and 7,200,000.
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Record count of non-partitioned column-store tables

Determines the number of records in non-partitioned column-store tables. Current table size may not
be critical. Partitioning need only be considered if tables are expected to grow rapidly (a non-partitioned
table cannot contain more than 2,147,483,648 (2 billion) rows).

Table growth of non-partitioned column-store tables
Determines the growth rate of non-partitioned columns tables.

Internal event
Identifies internal database events.

Notification of all alerts
Determines whether or not there have been any alerts since the last check and if so, sends a summary e-
mail to specified recipients.

Notification of medium and high priority alerts
Determines whether or not there have been any medium and high priority alerts since the last check
and if so, sends a summary e-mail to specified recipients.

Notification of high priority alerts
Determines whether or not there have been any high priority alerts since the last check and if so, sends
a summary e-mail to specified recipients.

Open connections
Determines what percentage of the maximum number of permitted SQL connections are open. The

maximum number of permitted connections is configured in the "session" section of the indexserver.ini
file.

Unassigned volumes
Identifies volumes that are not assigned a service.
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Record count of column-store table partitions
Determines the number of records in the partitions of column-store tables. A table partition cannot
contain more than 2,147,483,648 (2 billion) rows.

Most recent savepoint operation
Determines how long ago the last savepoint was defined, that is, how long ago a complete, consistent
image of the database was persisted to disk.

Size of delta storage of column-store tables
Determines the size of the delta storage of column tables.

Check internal disk full event
Determines whether or not the disks to which data and log files are written are full. A disk-full event
causes your database to stop and must be resolved.

License expiry
Determines how many days until your license expires. Once your license expires, you can no longer use
the system, except to install a new license.

Log mode LEGACY
Determines whether or not the database is running in log mode "legacy." Log mode "legacy" does not
support point-in-recovery and is not recommended for production systems.

Log mode OVERWRITE

Determines whether or not the database is running in log mode "overwrite". Log mode "overwrite" does
not support point-in-recovery (only recovery to a data backup) and is not recommended for production
systems.

Unavailable volumes
Determines whether or not all volumes are available.
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Existence of data backup
Determines whether or not a data backup exists. Without a data backup, your database cannot be
recovered.

Status of most recent data backup
Determines whether or not the most recent data backup was successful.

Age of most recent data backup
Determines the age of the most recent successful data backup.

Status of most recent log backups
Determines whether or not the most recent log backups for services and volumes were successful.

Long-running statements
Identifies long-running SQL statements.

Total memory usage of column-store tables
Determines what percentage of the effective allocation limit is being consumed by individual column-
store tables as a whole (that is, the cumulative size of all of a table's columns and internal structures)

In-memory DataStore activation
Determines whether or not there is a problem with the activation of an in-memory DataStore object.

Long running/idling cursors
Identifies long-running/idling cursors. The threshold is based on M_INIFILE_ CONTENTS.VALUE where
KEY = "idle_cursor_lifetime".
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Memory usage of services
Determines what percentage of its effective allocation limit a service is using.

Licensed memory usage
Determines what percentage of licensed memory is used.

Memory usage of main storage of column-store tables
Determines what percentage of the effective allocation limit is being consumed by the main storage of
individual column-store tables.

RTEdump files

Identifies new runtime dump files (*rtedump*) have been generated in the trace directory of the
system. These contain information about, for example, build, loaded modules, running threads, CPU,
and so on.

Long-running serializable transactions
Identifies long-running serializable transactions.

Long-running uncommitted write transactions
Identifies long-running uncommitted write transactions.

Long-running blocking situations
Identifies long-running blocking situations.

Number of diagnosis files

Determines the number of diagnosis files written by the system (excluding zip-files). An unusually large
number of files can indicate a problem with the database (for example, a problem with trace file
rotation or a high number of crashes).
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Size of diagnosis files
Identifies large diagnosis files. Unusually large files can indicate a problem with the database.

Crashdump files

Identifies new crashdump files that have been generated in the trace directory of the system.

Pagedump files

Identifies new pagedump files that have been generated in the trace directory of the system.

Savepoint duration
Identifies long-running savepoint operations.

Columnstore unloads
Determines how many columns in columnstore tables have been unloaded from memory. This can
indicate performance issues.

Python trace activity
Determines whether or not the python trace is active and for how long. The python trace affects system
performance.

Instance secure store file system (SSFS) inaccessible
Determines if the instance secure store in the file system (SSFS) of your SAP HANA system is accessible
to the database.

Plan cache size
Determines whether or not the plan cache is too small.

Percentage of transactions blocked
Determines the percentage of transactions that are blocked.
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Sync/Async read ratio

Identifies a bad trigger asynchronous read ratio. This means that asynchronous reads are blocking and
behave almost like synchronous reads. This might have negative impact on SAP HANA 1/0 performance
in certain scenarios.

Sync/Async write ratio

Identifies a bad trigger asynchronous write ratio. This means that asynchronous writes are blocking and
behave almost like synchronous writes. This might have negative impact on SAP HANA I/0 performance
in certain scenarios.

Expiration of database user passwords

Identifies database users whose password is due to expire in line with the configured password policy. If
the password expires, the user will be locked. If the user in question is a technical user, this may impact
application availability. It is recommended that you disable the password lifetime check of technical
users so that their password never expires (ALTER USER <username> DISABLE PASSWORD LIFETIME).

Granting of SAP_INTERNAL_HANA_SUPPORT role
Determines if the internal support role (SAP_INTERNAL_HANA_SUPPORT) is currently granted to any
database users.

Total memory usage of table-based audit log

Determines what percentage of the effective memory allocation limit is being consumed by the
database table used for table-based audit logging. If this table grows too large, the availability of the
database could be impacted.

Runtime of the log backups currently running
Determines whether or not the most recent log backup terminates in the given time.

Storage snapshot is prepared
Determines whether or not the period, during which the database is prepared for a storage snapshot,
exceeds a given threshold.

35



Table growth of rowstore tables
Determines the growth rate of rowstore tables

Total memory usage of row store
Determines the current memory size of a row store used by a service

Enablement of automatic log backup
Determines whether automatic log backup is enabled.

Consistency of internal system components after system upgrade
Verifies the consistency of schemas and tables in internal system components (for example, the
repository) after a system upgrade.

Row store fragmentation
Check for fragmentation of row store.

Number of log segments
Determines the number of log segments in the log volume of each serviceCheck for number of log
segments.

Overflow of rowstore version space
Determines the overflow ratio of the rowstore version space.

Overflow of metadata version space
Determines the overflow ratio of the metadata version space.

Rowstore version space skew
Determines whether the rowstore version chain is too long.
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Discrepancy between host server times
Identifies discrepancies between the server times of hosts in a scale-out system.

Database disk usage
Determines the total used disk space of the database. All data, logs, traces and backups are considered.

Connection between systems in system replication setup
Identifies closed connections between the primary system and a secondary system. If connections are
closed, the primary system is no longer being replicated.

Configuration consistency of systems in system replication setup

Identifies configuration parameters that do not have the same value on the primary system and a
secondary system. Most configuration parameters should have the same value on both systems because
the secondary system has to take over in the event of a disaster.

Availability of table replication
Monitors error messages related to table replication.

Cached view size
Determines how much memory is occupied by cached view

Timezone conversion
Compares SAP HANA internal timezone conversion with Operating System timezone conversion.

Table consistency
Identifies the number of errors and affected tables detected by
_SYS_STATISTICS.Collector_Global_Table_Consistency.
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Insecure instance SSFS encryption configuration

Determines whether the master key of the instance secure store in the file system (SSFS) of your SAP
HANA system has been changed. If the SSFS master key is not changed after installation, it cannot be
guaranteed that the initial key is unique.

Insecure systemPKI SSFS encryption configuration

Determines whether the master key of the secure store in the file system (SSFS) of your system's
internal public key infrastructure (system PKI) has been changed. If the SSFS master key is not changed
after installation, it cannot be guaranteed that the initial key is unique.

Internal communication is configured too openly

Determines whether the ports used by SAP HANA for internal communication are securely configured. If
the "listeninterface" property in the "communication" section of the global.ini file does not have the
value ".local" for single-host systems and ".all" or ".global" for multiple-host systems, internal
communication channels are externally exploitable.

Granting of SAP HANA DI support privileges
Determines if support privileges for the SAP HANA Deployment Infrastructure (DI) are currently granted
to any database users or roles.

Auto merge for column-store tables
Determines if the delta merge of a table was executed successfully or not.

Missing volume files
Determines if there is any volume file missing.

Status of HANA platform lifecycle management configuration
Determines if the system was not installed/updated with the SAP HANA Database Lifecycle Manager
(HDBLCM).
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Plan cache hit ratio
Determines whether or not the plan cache hit ratio is too low.

Root keys of persistent services are not properly synchronized
Not all services that persist data could be reached the last time the root key change of the data volume
encryption service was changed. As a result, at least one service is running with an old root key.

Streaming License expiry
Determines how many days until your streaming license expires. Once your license expires, you can no
longer start streaming projects.

Log replay backlog for system replication secondary
System Replication secondary site has a higher log replay backlog than expected.

Availability of Data Quality reference data (directory files)
Determine the Data Quality reference data expiration dates.

Long-running tasks
Identifies all long-running tasks.

Granting of SAP HANA DI container import privileges
Determines if the container import feature of the SAP HANA Deployment Infrastructure (DI) is enabled
and if import privileges for SAP HANA DI containers are currently granted to any database users or roles.

LOB garbage collection activity
Determines whether or not the lob garbage collection is activated.

HANA version
Checks the installed HANA version.
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Unsupported operating system in use
Determines if the operating system of the SAP HANA Database hosts is supported.

SQL access for SAP HANA DI technical users

Determines if SQL access has been enabled for any SAP HANA DI technical users. SAP HANA DI technical
users are either users whose names start with '_SYS_DI' or SAP HANA DI container technical users
(<container name>, <container name>#DI, <container name>#00).

Existence of system database backup
Determines whether or not a system database backup exists. Without a system database backup, your
system cannot be recovered.

Usage of deprecated features
Determines if any deprecated features were used in the last interval.

Log shipping backlog for system replication secondary
System Replication secondary site has a higher log shipping backlog than expected.

Total Open Transactions Check
The check monitors the number of open transactions per service

ASYNC replication in-memory buffer overflow
Checks if local in-memory buffer in ASYNC replication mode runs full

Fallback snapshot consistency
Determines if an inconsistent fallback snapshot exist.
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Fallback snapshot age

Determines if a snapshot exists for an extended period of time.

Backup history broken
If the backup history is broken, the log_mode is internally set to overwrite; it is not ensured that the
service is fully recoverable via backup.

Catalog Consistency
Identifies the number of errors and affected objects detected by
_SYS_STATISTICS.Collector_Global_Catalog_Consistency.

Replication status of Replication Log
Check whether the status of replication log is disabled.

Record count of non-partitioned column-store tables (include)

Determines the number of records in non-partitioned column-store tables (only include tables are
checked). Current table size may not be critical. Partitioning need only be considered if tables are
expected to grow rapidly (a non-partitioned table cannot contain more than 2,147,483,648 (2 billion)
rows).

Record count of column-store table partitions (include)
Determines the number of records in the partitions of column-store tables (only include tables are
checked). A table partition cannot contain more than 2,147,483,648 (2 billion) rows.

LDAP Enabled Users without SSL
Checks if any user is enabled for LDAP Authentication and SSL is off.

Dbspace usage
Checks for the dbspace size usage.
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Dbspace status
Determines whether or not all dbspaces are available.

Dbspace file status
Determines whether or not all dbspace files are available.

Inactive Streaming applications
Identifies inactive Streaming applications.

Inactive Streaming project managed adapters
Identifies inactive Streaming project managed adapters.

Streaming project physical memory usage
Determines what percentage of total physical memory available on the host is used for the streaming
project.

Streaming project CPU usage
Determines the percentage CPU usage for a streaming project on the host and therefore whether or not
CPU resources are running out.

Number of publishers of streaming project
Identify the large publishers of streaming project. Make sure that they will not break the streaming
project.

Number of subscribers of streaming project
Identify the large subscribers of streaming project. Make sure that they will not break the streaming
project.

Row throughput of subscriber of streaming project
Identify which subscriber of streaming project has low throughput measured in rows per second.
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Transaction throughput of subscriber of streaming project
Identify which subscriber of streaming project has transaction throughput measured in transactions per
second.

Row throughput of publisher of streaming project
Identify which publisher of streaming project has low throughput measured in rows per second.

Transaction throughput of publisher of streaming project
Identify which publisher of streaming project has transaction throughput measured in transactions per
second.

Bad rows of project managed adapter
Identify which project managed adapter has much rows with error.

High latency of project managed adapter
Identify which project managed adapter has high latency.

Large queue of stream of streaming project
Identify which stream of streaming project has large queue.

Large store of stream of streaming project
Identify which stream of streaming project has large store.

Agent availability
Determines how many minutes the agent has been inactive.

Agent memory usage
Determines what percentage of total memory available to agent is used.
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Remote Subscription exception
Checks for recent exceptions in remote subscriptions and remote sources.
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Reports

SAP HANA Services Report
Service Report of SAP HANA displays system overview, service details including service properties, CPU
and memory utilization of a service.

SAP HANA SQL Report
SQL Report of SAP HANA includes System Overview along with top 10 SQL statements sorted by
provided criterion, top 10 expensive statements and top 10 blocked transactions a system.

SAP HANA Storage Report
Storage report of SAP HANA includes System Overview along with Volume Utilization, Databases
Overview and important Table metrics.

SAP HANA System Summary
System summary of SAP HANA System including availability, workload, CPU utilization, memory
utilization along with different volume utilization. It includes top SQL statements and top native alerts.
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