Quest

Foglight for SAP HANA 5.9.4.20

Cartridge Guide



© 2019 Quest Software Inc.
ALL RIGHTS RESERVED.

This guide contains proprietary information protected by copyright. The software described in this guide is furnished under a
software license or nondisclosure agreement. This software may be used or copied only in accordance with the terms of the
applicable agreement. No part of this guide may be reproduced or transmitted in any form or by any means, electronic or
mechanical, including photocopying and recording for any purpose other than the purchaser’ s personal use without the written
permission of Quest Software Inc.

The information in this document is provided in connection with Quest Software products. No license, express or implied, by
estoppel or otherwise, to any intellectual property right is granted by this document or in connection with the sale of Quest Software
products. EXCEPT AS SET FORTH IN THE TERMS AND CONDITIONS AS SPECIFIED IN THE LICENSE AGREEMENT FOR
THIS PRODUCT, QUEST SOFTWARE ASSUMES NO LIABILITY WHATSOEVER AND DISCLAIMS ANY EXPRESS, IMPLIED OR
STATUTORY WARRANTY RELATING TO ITS PRODUCTS INCLUDING, BUT NOT LIMITED TO, THE IMPLIED WARRANTY OF
MERCHANTABILITY, FITNESS FOR A PARTICULAR PURPOSE, OR NON-INFRINGEMENT. IN NO EVENT SHALL QUEST
SOFTWARE BE LIABLE FOR ANY DIRECT, INDIRECT, CONSEQUENTIAL, PUNITIVE, SPECIAL OR INCIDENTAL DAMAGES
(INCLUDING, WITHOUT LIMITATION, DAMAGES FOR LOSS OF PROFITS, BUSINESS INTERRUPTION OR LOSS OF
INFORMATION) ARISING OUT OF THE USE OR INABILITY TO USE THIS DOCUMENT, EVEN IF QUEST SOFTWARE HAS
BEEN ADVISED OF THE POSSIBILITY OF SUCH DAMAGES. Quest Software makes no representations or warranties with
respect to the accuracy or completeness of the contents of this document and reserves the right to make changes to specifications
and product descriptions at any time without notice. Quest Software does not make any commitment to update the information
contained in this document.

If you have any questions regarding your potential use of this material, contact:
Quest Software Inc.

Attn: LEGAL Dept

4 Polaris Way

Aliso Viejo, CA 92656

Refer to our Web site (https://www.quest.com) for regional and international office information.

Patents

Quest Software is proud of our advanced technology. Patents and pending patents may apply to this product. For the most current
information about applicable patents for this product, please visit our website at https://www.quest.com/legal .

Trademarks

Quest, the Quest logo, and Join the Innovation are trademarks and registered trademarks of Quest Software Inc. For a complete list
of Quest marks, visit https://www.quest.com/legal/trademark-information.aspx. All other trademarks and registered trademarks are
property of their respective owners.




Table of Contents

L] o] (N0} A 0o o1 =T} £ TP PRSPPI 3
T Ao Yo [V 4T ] o U T TSP OTR PSR 9
D= of o) [0 o S 9
KBY FOATUIES. . e s e s s s s s s s s s aaaes 9
Foglight for SAP HANA REQUIFEMENTS. ...ccciiiiiiciieecciiee s cettee e eettee e erte e e e eate e e s sae e e s eataee s eabraeeesnseaeesnnseeessnsenes 11
Installing and CoNfigUIING ABENES ....ceeii ittt e et e e e e e e e sttt e r e e e e e s e s rteeaeeeeeeesssraeeeas 12
YA o VN YN o T a1 T =W [ = o] o USRS 13
D1 =] o= TSR0 R =] g =Y o U o USSR 13
T o TN ol I o] (1 V=PSRRIt 13
Cartridge INSLAllAtioN .......oei i e e et e e e e e et e e e e et ae e e narae e e anraeas 14
Creating and CoNfigUIING AZENTS ....oeiiiiiiie ettt et e e e re e e e ete e e s e abe e e e erbae e e ssnbeeeesnbeeeeennseas 15
FAN == o o o =T o o [Tt 16
System Database CONNECLION .......uiiiii i e e e e te e e e e e e s tbreeeeeeeeessnsrasaeeaeesannnns 16
Tenant Database CONNECLIONS ......coueiiiiiiiie ettt ee e e s b sans 17

(0] [=Tot i o] T T oo LTS UP PP UP PSP 17

1O 0] o 4] o KOOSO PPPPPPPPPPPPPPPPPRE 17
ROIES ettt ettt st st st ea e bt e bt bt e s a e e s R Rt b et eb e e et eae e e nae e nbe e nheenaeenneenas 18
01T = - To [T =8 o o T<I A =T o | ST PURSOt 19
D o] oo [ e L3P PO PTOPPTROPPRRTIRION 20
SAP HANA Sy S OMIS. ..ttt ittt ettt e e e et e te e ere s e e e e e et aa e aaaeseeeeeaesataseeeeeesaetsaanansaeesesessesnannns 20
HOSE OVEIVIEW ....iiiiiiiiiiiiii et st b e e s ba s e s sabb s e s sabaae s 20
YT 0o ] o V2 U TR 21
HOSE LOAM ..ttt sttt et e b e st e s bt b e e et a e bbbt et e nr e e nhe e ne e neenres 21
SEIVICES «.eeteeee ettt ettt ettt e e s e r bt e s s e bt e e s s b et e e st e e s n bt e e e be e e e e b e ee e e e e et e e e e e e e reee e e nreee e e nreee e e aneeas 22
YO I o =T o T PSPPSRI 22
EXPENSIVE StatEMENTS .o —————————— 23
BlOCKEA TranSACTIONS ..c...eerieiieiieiteet ettt ettt sttt et s e st sttt e st e e sreesaeesneenneennes 23
TADIE PEISISTENCE ...ttt e sh e s ht e sat e bt she e et e eae e et e e be e nre e nbeenbee sanenane 24
NIV ALBIES. ...ttt ettt sttt s et e st e e e sbe e e s at e e st e e st e e e sbbeeaaseeambeeesbenesheeesabeesaneesnteesanes 24



SAP HANA Database Availability ........cccceiiiiiii et 25

SAP HANA HOSt CPU USEA PEICENT ...ttt sttt et ettt sr e s st s s 25
SAP HANA Memory Instance Allocation Used Percent..........cccceeeeeeeciiiieeeeeee e eeettee e e e e vneees 25
SAP HANA Memory Used Physical Memory PErceNnt.......cccuuevieeeiie et eee e etrae e e e e 25
SAP HANA NGLIVE ALBIT ..vreiiiiiiee ettt sttt e e s st e e s st e e e s sbe e e e sabeeeesasteesesseeeessnseesessenns 25
SAP HANA Service Used Memory Effective Allocation Percent........cccceeeeeieiecccieee et 25
SAP HANA System AVailability .....ccceei et et ne s 25
SAP HANA Volume Used DiSk PEICENT .......cccuiiriiiieiieiieeiteet ettt ettt st s e 25
Internal statistics SErVEr ProDIEM .....cccii e et re e e e e e e st e e e e e e e e snresaeeeeeeennnnes 25
HOSt PhYSICaAl MEMOIY USAEE ... ..eeiiiiieee ettt e e e e et re e e e e e e e e eat bt ae e e e e e s eaaaaeaaeeeeessnnssseeesassennsenns 26
D1 QT Y- = PP UURPROt 26
[NACTIVE SEIVICES ..uviiiiiiiiiiiitie ittt e s e a e bbb e e s b b b e s s ba s e e s bbb aessabaseeas 26
RESTAIEA SEIVICES ...cutiiieitieteet ettt ettt ettt et she e s et e s a e b e st e st e st e e be e bt e bt ebeesneeneenres 26
HOSE CPU USEE. .. iiiiiiiiiiie ittt e ettt s e e e e et te et e ee s e e e e e e tae e s e e e e e eetae s s e s eeesaeanssaasseeeesaesnssansansanes 26
Delta merge (mergedog) CONfIGUIatIoON .........cociuiiii ittt ettt e e e err e e e e e era e e e e aabe e e e anaeaean 26
MEMOTY USAEE OF NAMIE SEIVEN .....utiiiieeiececctieeeee e e e ettt ee e e e e eee et reeae e e e e s easbtaaeeeeeeeeaasnteseeeaeessassrsseesaesesnnnnns 26
Lock wait timeout CONFIGUIAtION .......c.uvii i e e e e e taa e e ate e e e enaaaeean 26
Record count of non-partitioned column-store tables........cccccveieeiiiiie e 27
Table growth of non-partitioned column-store tables.........cccuueiiiiiiie e 27
INEEINAI BVENT...eeeieee e ettt et e et e e s bt e e s ae e e ab e e sn b e e s s st e e st e e sareesane e e saeeesanes 27
NOTIfiCAtioN OF @Il @IEIES ...eeeeee et s s e e s ere e sanes 27
Notification of medium and high priority @lerts ... 27
Notification of high Priority @lErTS ....c..uii i e e e erar e e e e enaaeeean 27
(@] T=T o oo ] o] aT=To! 6o o 13O P PP PP PPPPPPPTPPPPPRE 27
UNGSSIZNEA VOIUMIES ...eeeiiiieiieciiee ettt ettt ettt e et e e e e ttee e e tte e e esttteeeetsaeeeesaseeessseeesansaeeeassseesassseenan 27
Record count of column-store table partitions .........c..uveeeiie i 28
Most recent SaVepOINt OPEratioN .....cccei i ————— 28
Size of delta storage of column-store tables ... 28
Check internal disk fUll @VENT.........ooiiiiiiie et st 28
Rl g =l =) o 11 o 2 OO 28
(oY= g Yo [T I {7 X N LTSRS 28

LOE MOAE OVERWRITE ... .uitiiieeiiecciitiee e e e e eecitiee e e e e e e ettt te e e e e e s s e tabeeeeeeeesssnntaaaeeaeeaaasssssseeaeasesansssaeaasssnansnes 28



UNaVaIlable VOIUMES ..o 28

EXistence of data DaCKUP c....ueii e e et e e te e e e e teae e e e eatr e e e e aaaeeean 29
Status of most recent data baCKUP ........uuvviiiii i e e e e e e e 29
Age of most recent data BaCKUP .....ooeii e e e e e e e e e e e enanees 29
Status of Most recent 108 DACKUPS.........uuiiiiii e re e e e e e nrraae s 29
LoNg-rUNNING STateMENTS .ot s 29
Total memory usage of column-store tables...........ccvviiiiiiii e 29
In-memory DataStore activation ... 29
LONG rUNNING/IAIING CUISOIS ..ttt ettt ettt eetee e et eeae e eeteeeeeeesteeeeteeeeseeesssaesateeeeseeesteeesareeennes 29
MEMOIY USAEE OF SEIVICES ceeeiiiiiiiieiiie e ettt e e e e ettt e e e e e e et be e e e e e e e esasttaeaeeas e s nasneaseaaeasssnsssesesaseennsenes 29
oY T =To W g T=T g oY VAU - =T PSSRSOt 30
Memory usage of main storage of column-store tables .........ccceeecieiieiiie e 30
RTEAUMP FIlBS it ittt et e et e e et e e et e e e e saabaeeeeastaaeeeassaeesanssaeeeansaeeeessaeeeannseeeaas 30
Long-running serializable transactions ............eoi i e e e e e e 30
Long-running uncommitted Write tranSaCtioNS...........uiiiiiii i e e e et e e e e e eannes 30
Long-running bloCKiNg SItUALIONS ......uiiii it r e e e e e e eare e e e e e s e e saanreaeeeeeeeeennnes 30
N UTa oY o =Yoo Lo =d a o T T ] =Y 30
Y Pl o) le I = Yo o Lo Y R 11 USSP 30
(O =1 oo [T o o I 1 LTS TSR 31
oY== [U T Y o I 1 L= UUUURt 31
Y= 1V/<T 0T 0] e 1¥ T = d [ o VSRR 31
ColUMNSTOrE UNIOAUS.....eiietiieiiieeie ettt ettt sttt s b e e e e b e e ste e e sbeeessbeesabeesanaeesareesareean 31
YA o Lo R A= 1ol Lot 41V 1 YA PSS 31
Instance secure store file system (SSFS) iNacCeSSIbIE........uviieiiiiiieeiee e 31
Plan CACNE SIZE ..ottt st sh e st s e ettt sr e sae e na e ne e 31
Percentage of transactions DIOCKEd.............uuiiiiiii ittt e e e e e e st r e e e e e eeennnnes 31
Y 1o XSV Lol =T [¢ I = [ TSP 32
SYNC/ASYNC WL FAEIO c.veiitiiieteieeiee ettt ettt et e et e e et e et eeetaeeeeteeeebeeeetbeeeateeeseeeenseesnsaeenseeenstesensesenseen 32
Expiration of database USer PasSWOIAS .........cocuiiiiiiiiiiiciee et e et e e sar e e e aaae e s sbreeesnaaeeaas 32
Granting of SAP_INTERNAL_HANA _SUPPORT FOl€.....ccuiitiiiiiieiierieeieeieee et 32
Total memory usage of table-based audit [0g .......ccccvviiiiiiiii e 32

Runtime of the log backups currently rUNNING ..........uvviiiiii i e e e e 32



Storage sNAPSNOt IS PrePaAred ......cc.ueiiieiiiiiicce e e e e e e e et aee e e s te e e e e sateeeernreaeeennnees 32

Table growth of FOWSTOIre tabIES ...cccuuiiii et et e e e e e e e e saae e e esaareaean 33
Total MEMOTrY USAZE Of FOW STOE...uuiiiiie e e e e e e ee e e e e e e e e eannreseeeeeeeennnnes 33
Enablement of automatic 108 BaCKUP ...cc.eeeiiiiiiee e e 33
Consistency of internal system components after system upgrade.......cccccooeccuiiiieeeiccccciieeee e, 33
Lo NV oY Tl - ={ g V=T ol =Y o] o IS 33
N UTa oY o =T ao ]l Fo Y= =T={ g =T o N (PSRN 33
Overflow Of FOWSEOIre VEIrSION SPACE.......uiiiiiiiieiicieee et ettt eeeee e e ettee e e e ttee e e ete e e eesteeesenstaeesenreeesenneees 33
Overflow of metadata VErsion SPACE.......ceiii ittt e e e e e ebar e e e e e e s e e arrraeeees 33
ROWSLOIe VErSioN SPACE SKEW ......uuviiiieiiiieiciiiiie e e e ettt e e e e e e ettt eeee e e e e abbe e e e eeesesassstesaeeeeesnnsesaeeeasssnansnns 33
Discrepancy between host SEIVEr tIMES........ueiiii i ree e e e e e e e tbrrrae e e e eesannes 34
Database diSK USAZE.....cceiiuiiii ittt e ettt e e e e e e bt e e e e ate e e eeaateeeentbaeeeetaaeeennreeeaan 34
Connection between systems in system replication SETUP .....ccccceieeeciiie et 34
Configuration consistency of systems in system replication SetUp ......ccceeeeeeecciiiiee e, 34
Availability of table repliCatioNn ........oeii e e e e e e e e e nees 34
CACNEA VIEW SIZE ..ttt ettt e sttt st st e bt e e s bt e e e e s s e e sateesabeeesabeesaseesabeeesaeeesareens 34
TIMEZONE CONVEISION ..eeiiiiiiiiiiiiiiie ittt ettt s b s bs st e e e s saabe s e s saba s e e sabbeeesabaaseeas 34
I o] (ool T o I £ =T T PRI 34
Insecure instance SSFS encryption CONfigUration .........ccociviiiiciiie e e 35
Insecure systemPKI SSFS encryption configuration ...t 35
Internal communication is configured t00 OPENIY ......uvviiii i 35
Granting of SAP HANA DI sUPPOIt PriVIlEEES .......uuviiieeiieecciitie ettt e e e e aree e e e e e e e e e aae s 35
Auto merge for COIUMN-STOre tADIES ......c.uiieiiiiieeccie e e ettt ee e e e e e e e s re e e esbraeeennes 35
Y TRy g TV To ][0T o g L= 1 R 35
Status of HANA platform lifecycle management configuration ..........cccceeeeieeiicciie e, 35
Plan €aChe Rit Fatio ....cee et e e ee e s e s e e s bee st e sanas 36
Root keys of persistent services are not properly synchronized...........cccoveeeeeiiiiiiiiiiie e 36
S AMING LiCENSE EXPIIY e et e e e e e e e e e ae e e s aeaesaeesesessessssesasanssnesssnesesesnsnsnnnnannnnnnnns 36
Log replay backlog for system replication SECONAry......ccceeiiciiieeeiiiie e e 36
Availability of Data Quality reference data (directory files) .......oocvveeiieciiiicie e 36
(oY oY= ] o] o [T Y =4 = 1 &R 36

Granting of SAP HANA DI container import privil@ges .........uueeeieeiiiiciiiiie et eccrreee e e 36



LOB garbage ColleCtion @CtiVity......ccccuiiiiiiiiie et e e et e e e e e e ae e e esaabe e e ennsaeee s 36

HANA VEISION ceiiiiiiiiiiiiiin ittt b s a e s bab e e s s ba s s e s s b s s s e s bbb e s esnbaeesas 36
Unsupported operating SYStEM iN USE.....cccuiiiiiii e cciiiiie e e ettt e e e e eeree e e e e s e e s nraeaeeeeeeesnsssaeeeeeessnnnnns 37
SQL access for SAP HANA DI teChNiICal USEIS .......coiiiiiiiiiiiiieieeee ettt e 37
Existence of system database Backup ..........cueveiiiiiiiiie e 37
Usage of deprecated fEAtUIES........cccuiii it et e e e et e e e b e e e s tr e e e saaaaeseanaaaeean 37
Log shipping backlog for system replication SECoONdary ..........ccveeviciiiiiicieee st 37
Total Open TransactioNs ChECK........ociiiiiie et e e e s e bae e e sbaae e esaseeeaan 37
ASYNC replication in-memory buffer oVerflow............uueeee e 37
Fallback sNapshot CONSISTENCY ......uuiiiiiiicceee et ee e e e e e et ar e e e e e e e s e ntesaaesaeeeesnnes 37
o Tol [ =Y 01 g o A= =TS UUUUSSOt 38
2o T o I Y e TV o] o] =] o IS 38
(071 =1 o= 6o T 1y 1] Yo oy VP 38
Replication status of REPICAtioON LOZ....cccoueiiiiiiiie ettt e e e re e e e e e e e e e aar e e e e e e e ennnes 38
Record count of non-partitioned column-store tables (include)..........ccocveeeeiiieeeeciiieieecee e, 38
Record count of column-store table partitions (iNCIUdE) .......ccuviieeiiiiiee e, 38
LDAP Enabled Users WIthOUT SSL .....c..coiiiiiiiiiii ettt s st s s 38
D] o1 o T Tol I U YT YRR 38
D] o1 o= Tol ] = L ([T 39
D] o1y ool 1 LIRS = AU LSRRt 39
Inactive Streaming apPPliCAtiONS . ... .ueiiii e e e e e e e et rae e e e eeeennnes 39
Inactive Streaming project Managed adaplers........uuiiiiii i a e 39
Streaming project physical MEMOIY USAZE......cciccuiiiiiiiie ettt e erre e e e eaae e e 39
STreamMiNG ProjJECT CPU USAEE ..uuuuuuiiuiiiiiitttt ettt et e bt e e et ae s e eebeeeeebeseaseaseeseeeaeseaeaens 39
Number of publishers of StreamMing ProJECT.........viiiiiiii i aeee e 39
Number of subscribers of streaming ProjeCt........cueiiiiiii i e e e e e e 39
Row throughput of subscriber of streaming Project ... 39
Transaction throughput of subscriber of streaming Project .......ccccce e, 40
Row throughput of publisher of streaming Project......ccccueeeiiciiieiiiiiie e e 40
Transaction throughput of publisher of streaming Project.........cccocvvvivicii e 40
Bad rows of project Managed adapter .....c.ueiiciiiee ittt e e et e e et e e et e e abe e e e e rreeaan 40

High latency of project Managed adapter ... .. i e e e e e rr e e e e e e e nenes 40



Large queue of stream of Streaming ProJEC ......uviiiiciiei it e e ar e e e s aaeeean 40

Large store of stream of Streaming ProjeCt......cuueiicciiii i e 40
F Yo oL =NV 11 =1 o1 1 USRSt 40
AENT MEIMOIY USQEE tutruuieiiiiiiiiiiuiieieeteeettttruuaeseseeettuttuteeeetettsnteteeestetmmmseeeseesteseenseereeemmmmmnnneesee 40
Remote SUDSCIIPtiON EXCEPLION ... .ueeiiei i ctiieeee ettt e e e e e cre e e e e e e e e s taaeeeeeeeeesannbreaaeeasennnnnnns 41
[0=T o o] o £ Y TN 42
SAP HANA SEIVICES REPOIT . ... ittt bttt ae ettt e bt et et e e e e baeaeebeeeeaesbeeeeaeaeneeens 42
SAP HANA SQOL REPOI . ..ceiiiiiiiiiitte ettt sttt e st bt s n e e s b aeesanaesanae s 42
SAP HANA STOragZe REPOIT ettt ettt e e et e e s e e e e aetaab e sa s e e eeesaebeaaseseeeeeeeresanannes 42

SAP HANA SYSTEM SUMMAIY .. ittt sttt e e e et et s e s s e e ae et aat s aeseeeeeeabesaaeeeeeeseansnnsanns 42



Introduction

Description

SAP HANA is an in-memory, relational database management system. It operates primarily as a column-
oriented store, but row-oriented tables are also supported. Both transactional and analytical workloads
are supported. SAP HANA is fully ACID compliant. Various features include a JSON store, spatial data
processing, text analytics and search, time-series analytics, streaming data processing, and graph data
processing.

An SAP HANA deployment requires a certified hardware appliance installed with one of several
supported operating systems. Hardware requirements include specification of the CPU architecture,
core count, minimum RAM, and minimum storage. The supported operating systems are Red Hat
Enterprise Linux for SAP Solutions, Red Hat Enterprise Linux for SAP HANA, SUSE Linux Enterprise Server
for SAP Applications, and SUSE Linux Enterprise Server.

SAP HANA offers an optional, embedded web application server XS Advanced (XSA) based on Cloud
Foundry. XSA offers native support for Node.js and JavakE as well as extensibility through custom
runtimes.

Transactional updates to the database are performed using multi-version concurrency control to enable
read consistency and throughput. Writes are performed using row-level write locks with blocked
transaction monitoring.

An SAP HANA system contains a single system database and zero or more isolated tenant databases.
Multiple servers working together comprise the database system: name server, index server,
preprocessor server, compile server, script server, XS Advanced runtime, and others. A single system can
be distributed across multiple hosts to improve scalability and can utilize replication for high availability.

Key Features

The Foglight for SAP HANA Agent monitors the current and historical status of SAP HANA database
systems. Database configuration and performance statistics are collected and presented in real-time
dashboards and also available in packaged reports. Alerts are generated on respective components of
the system when indicators of current or potential future performance or availability issues arise. Setup
involves creating a monitoring agent for each target database system. Such agents are fully remote,
meaning that they are typically configured on a separate host. Installing the agent on the Foglight Agent
Manager ensures that nothing needs to be installed on the monitored system. A database user with
appropriate permissions is used by the agent to collect data. An agent may also be configured to collect
operating system metrics purpose of monitoring the database host and logs.

Data is collected from each configured SAP HANA system via the official JDBC driver. Collections take

place at regular intervals, called periods, which are configurable by collection type in the Foglight Agent
Properties. Critical metrics, such as system availability, are collected frequently, while data expected to
change less frequently, such as configuration settings or individual table metrics, are collected at longer



intervals. The Foglight Agent queries Hana system tables as well as the embedded statistics service for
the latest values of key parameters and metrics. These metrics are collected and compared against
thresholds and historical performance to identify system possible performance and availability issues.
Database hosts are monitored at the operating system level by the Infrastructure Agent which can also
be used to monitor SAP HANA native logs.



Foglight for SAP HANA Requirements

Foglight for SAP HANA is compatible with SAP HANA 2.0 SPS 02 REV 20 and later. The multitenant
database container (MDC) architecture introduced in SAP HANA 1.0 SPS 09 (Revision 90) and made
mandatory in SAP HANA 2.0 SPS 01 (Revision 10) is the only architecture supported.

Foglight for SAP HANA may be installed on an FMS of version 5.9.2 or later. Agents require a Foglight
Agent Manager of version 5.8.5.2 or later.



Installing and Configuring Agents

Installation of Foglight for SAP HANA is detailed in the following sections. It is recommended that the
installation be performed in the order below:

e SAP HANA Configuration

e Cartridge Installation

e Creating and Configuring Agents




SAP HANA Configuration

Database User Setup
To configure the monitoring of an SAP HANA system, the Foglight agent requires a database user with
sufficient privileges on the SYSTEMDB and each tenant database for which monitoring is desired.

Create an ordinary database user on each database in the SAP HANA system as follows:

CREATE USER <username> PASSWORD <password> NO FORCE_FIRST_PASSWORD_CHANGE;
GRANT CATALOG READ TO <username>;
GRANT SELECT ON SCHEMA _SYS_STATISTICS TO <username>;

The username (and password) may be chosen independently on each database.

Resource Tracking

Some features of the Foglight for SAP Hana depend on resource tracking within SAP HANA. These
include SQL Query Plan memory monitoring and Expensive Statement tracking. The following steps are
necessary to enable this functionality.

Set the global [resource_tracking] properties ‘enable_tracking’ and ‘memory_tracking’ to ‘on.’

CPU consumption estimation is on by default (for all SAP HANA versions greater than SAP HANA 1.0 SPS
11). Check that the global [resource_tracking] property ‘cpu_time_measurement_mode’ to still set to
‘on’.

To enable expensive statement tracking, set the global [expensive_statement] property ‘enable’ to
‘true.” Optionally modify the following parameters from their defaults:

e ‘threshold duration’ in microseconds,

e 'threshold memory' in bytes (only effective if resource and memory tracking are also
enabled),

e 'threshold cpu time'in microseconds (only effective if resource and CPU time tracking
are also enabled).



Cartridge Installation

1. Open Foglight Management Console.

2. Aseparate license may be required for the SAP HANA cartridge. From the navigation pane,
select Dashboards > Administration. Then select Licenses. Click the “Install” button and select
the .license file.

3. From the navigation pane, select: Dashboards > Administration > Cartridges > Cartridge
Inventory. The Cartridge Inventory screen appears.

4. Loadthe SAPHANA Agent into the FMS by clicking on “Install Cartridge” and browsing to the
location of the agent CAR file. Leave the “Enable on Install” check box checked.

5. Once the installation has completed on the Foglight Management Server, the SAP HANA

cartridge will appear in the table of installed cartridges.
Cartridge Inventory

The Cartridge Inventory dashboard contains controls for installing, enabling, disabling, and uninstalling cartridges, as well as for viewing information about the installed cartridges.

Installed Cartridges | Core Cartridges

anstall Cartridge Uninstall Enable Disable Reset SAPHANA X~
[] status Cartridge Name Version
[ [@ SAPHANAAgent 5.9.3.20

6. Deploy the cartridge to the Foglight Agent Manager that will be used to host the agent. This step
must also be repeated after every cartridge upgrade. Use the “Deploy Agent Package” button on
the Agent Status or Agent Managers page to perform this step.



Creating and Configuring Agents

The Agent Status page can be used to create new agents and configure and manage existing agents. To
access the page from the navigation panel, select: Dashboards > Administration > Agents > Agent
Status.

Use the following steps to create a new agent instance:

1. Click the Create Agent button and follow the instructions for the cards:

a. Host Selector - Choose the Agent Manager on which the agent should run.
Considerations for this may include physical or virtual locality to the monitored instance,
allocated resources, or grouping with other agents of the same type or monitored
environment.

b. Agent Type and Instance Name — Select the SAPHANA Agent type. Then, select the
“Specify Name” radio button and provide a name for the agent created. This is not
canonical and should be representative of the database system that this agent will
monitor.

c. Summary — Click Finish.

Once the agent is created, click the checkbox next to the newly created agent.

Click the “Edit Properties” button.

Select “Modify the default properties for this agent.”

Edit the agent properties for the SAP HANA agent instance — see Agent Properties below.
Click “Save,” return to the Agent Status screen, reselect the agent as necessary and click the

“Activate” button.

ouswWwN

To modify the properties for an existing agent, skip to steps 3-6 and subsequently select “Deactivate”
followed by “Activate” to restart the agent.



Agent Properties

Below is a complete list of the configurable properties of the Foglight for SAP HANA agent and an

explanation of each property.

IP or Hostname

System Database Connection

OO 00C XK XXX

Select Top SQL By

Port 30013
Username FOGLIGHTAGENT
Password esccccoe
Use Compression?
Tenant Database Connections
Tenants TenantsList Edit Clone Delete
Periods (sec)
Availability 30
Databases and Tables 900
Services, Volumes, and Load 300
Query Plans 300
Transactions 300
Alerts 60
Configuration 900
SQL
Max SQL Plans Per Period 200

Execution Count

System Database Connection

Max Expensive Statements Per Period 200

Expensive Statement Threshold Duration 1

(sec)

Max Blocked Transactions Per Period 200
Options

Max Top Tables Per Period 200

Min Table Size (KiB) 1048576

The agent requires a connection to the SYSTEMDB database to gather many system properties and

metrics.

e IP or Hostname — Host on which the SAP HANA system node is running.

e Port —The SQL port for the system database.

e Username — The system database username.

e Password — The system database user’s password.

e Use Compression? — Whether the database connection should be compressed.



Tenant Database Connections

The same connection properties required for the system database are mandatory for every monitored
tenant (though monitoring any individual tenant is optional). See above for definitions of IP or
Hostname, Port, Username, Password, and Use Compression.

Collection Periods

The collection period fields in the agent properties set the sample frequencies and are in seconds. Any
collection can be turned off by setting its period to zero. The default collection periods vary based on
the type and volatility of data collected.

e Availability — Controls the query interval for the SAP HANA system and database availability
collections.

o Databases and Tables — Controls the query interval for collection of data pertaining to
databases present on the system and table memory and persistence metrics.

e Services, Volumes, and Load — Controls the query interval for collection of the service, volume,
and host load metrics.

e Query Plans — Controls the query interval for collection of the SQL query plans and expensive
statements. Note that resource tracking must be enabled in the SAP HANA system for expensive
statement data to be available.

e Transactions — Controls the query interval for blocked transaction monitoring.

e Alerts — Controls the query interval for native alert collection.

e Configuration — Controls the query interval for system configuration tracking.

SQL Options
Max SQL Plans Per Period — The maximum number of SQL plans to retrieve per collection period.

Select Top SQL By — The metric used to determine which SQL plans are collected in the usual case when
the SQL plan cache contains more plans than can be collected based on “Max SQL Plans Per Period”.

Max Expensive Statements Per Period — The maximum number of expensive statements to retrieve per
collection period. Expensive Statement tracking is only possible if Resource Tracking has been
configured in SAP HANA.

Expensive Statement Threshold Duration — The minimum duration of an expensive statement to qualify
for retrieval. Note that only “Max Expensive Statements Per Period” expensive statements will be
retrieved per period, regardless. Hence it is possible that additional expensive statements above this
duration exist but are not collected by Foglight.



Roles

Two roles, SAP HANA User and SAP HANA Administrator, are installed with the cartridge. Viewing SAP
HANA dashboards requires that a user be assigned one of these roles or have the core Administrator
role. In the current release, the SAP HANA Administrator role is interchangeable with the SAP HANA
User role. In future releases, the SAP HANA Administrator role will confer additional privileges where

system modification options are available.



Upgrading the Agent

1. Go to Dashboards > Administration > Cartridges > Cartridge Inventory and click the Install
Cartridge button.

2. Locate the .car file on your system and install it with auto-enable selected. If you get a message
that a bundled cartridge is of an older version than the one currently enabled on your FMS and
will not be enabled, ignore it and continue.

3. Once the cartridge is installed and enabled, go to Dashboards > Administration > Agents > Agent
Managers. Agent Managers that can be upgraded with newer agent packages will show “yes” in
the Upgradable | Agents column. Select all Agent Managers you wish to upgrade and click the
Upgrade button.

Note: If an Agent Manager is not upgradable, check that the Agent Manager version is compatible with
the newer agent version. If it is not, the Agent Manager will need to be upgraded first.



Dashboards

SAP HANA Systems

The main entry point to the Foglight for SAP HANA cartridge dashboards. It provides a list containing
each SAP HANA system monitored by the Foglight Management Server. Each system can be identified by
its SAP ID and its system code. The database hosts that comprise the system are selectable to enable
drilling down to the Host Overview page (see below). The dashboard displays system properties,
availability, and current alarm state.

Health SAPID SAP System Hosts Availability Status F (o} w Start Time Version Build
[%] HDB 01 imdbmaster 100 % ok 1l 23 6/10/19 8:14 AM 2.00.033.00.1535711040 fa/hana2sp03
(%) H15 00 hana-15-master 100 % ok [N W8N @ 3 6/7/19 11:31 AM 2.00.020.00.1500920972 fa/hana2sp02

Host Overview

The Host Overview screen provides a comprehensive overview and health status for the selected
database host. Availability and monitoring status, as well as database and service up/down status, are
displayed along with hardware and software installation properties. Infrastructure and storage
utilization, top SQL plans, and top current alarms give a top-level overview of the performance of the
database host.

System: HDB Hostname: imdbmaster Active Status: yes Host Status: OK

>
Top 10 Alarms
A Up 1eluta g
1 2 3 Latest
Availabity during the last 24 hours 100% oB os 12 13 Database ID Severity IRQ';‘"‘ Description
nstances

Determines whether or not a data backup
ToO1T 35 € ¥ exists. Without a data backup, your
database cannot be recovered.
Determines the number of diagnosis files
written by the system (exduding zip-
fles). An unusually large number of files
can indicate a problem with the database
(for example, problem with trace file
Hardware Xen rotation or a high number of crashes).
os SUSE Linux Enterprise Server 12.3 Detariilnes What pércentage oI

100
Kernel 4.4.156-94,57-default " L ) effective allocation limit a service is using.
Cores (Threads) ~ 4(8) % 3« g 85« Determines the number of diagnosis files
cPU Intel(R) Xeon(R) CPU E5-2686 v4 @ 2.30GHz Uisatin 2 Uization written by the system (exduding zip-
i

& fies). Anunusualy large number of fles
0 User hdbadm (1001) SYSTEMDB 50 A I ningicate a problem with the database
Timezone (Offset)  EDT (-14400) (for example, problem with trace fle
rotation or a high number of rashes).
Determines whether or not there have
been any high priority alerts since the
last check and if so, sends a summary
e-mail to specified recpients.
Determines whether or not there have
& beenany medium and high priority alerts
o1 23 @ 9 et check and i so, sends &
585GB 325GB 300 GB summary e-mail to specified recipients.

Determines whether or not there have
M 114 3« 41+« ol ) O 5 beenany dlerts since the last check and
s if so, sends a summary e-mail to specified
Utilization Utilization Utilization

a recipients.
06:00 09:00 12:00 15:00 18:00 21:00 00:00 03:00 6368 9.5G8 12268 Determines whether or not there have

& beenany high priority alerts since the
ssTeMDB 24 @ B st check andif so, sends a summary

(7]

To01 50 A\

®

T001 24 @ k)

1100




Memory

Memory from the host and current Utilization are displayed alongside peak and current memory usage

for the SAP HANA database.

Native Alerts

Overview | Memory \ Host Load [ Services | SQL Plans \ Expensive Statements | Blocked Transactions | Table Persistence

:

Instance Memory
—— Physical Total

08— Alocation Limit
—— Peak Used

2 ——Used by HANA

10

% of allocation used

1000  12:00 1400  18:00  18:00 20000 22:00 00:00 02:00  04:00

08:00

08:00

Total Memory
HFree
[l Host Used Total

% of memory used

08:00 08:00 10:00 12:00 14:00 18:00 18:00 20:00 22:00 00:00 02:00 04:00

Host Load
CPU, Network Load, and Swap Usage for the database host are displayed in parallel graphs.

Overview | Memory | Hostload | Services | SQLPlans | Expensive Statements | Blocked Transactions | Table Persistence | Native Alerts

08:00 07:00 08:00 09:00 10:00 11:00 12:00 13:00 14:00 15:00 16:00 17:00 18:00 19:00 20:00 21:00 22:00 23:00 00:00 01:00 02:00 03:00 04:00 05:00
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Network
—Out
—n
06:00 07:00 08:00 09:00 1000 1100 12:00 13:00 1400 1500 1600 17:00 18:00 19:00 2000 2100 22:00 23:00 00:00 0100 02:00 0300 0400 0500
s
Swap usage as %
of total host
Swap Traffic Swap Usage
[ J— 7Y @ [Free
—n Wused
0800  09:00 1200 1500 1800  21:00  00:00  03:00 06:00  09:00 1200 1500  18:00 2100  00:00  03:00
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Services
Database service views for both the system database and each monitored tenant database show
estimated CPU usage along with the service start time, process ID, and other service properties.

Service filter: ALL v Database filter: ALL v
Name indexserver =, E w0
Status YES
Detail master e < £} 1
. E 20 83% 80
StartTive: 8/8/15 4:23 AM % g ——Effec. Aloc. Limit 10 %0 3
ProcessID 3,737 , =——CPUEst % ~—Peak Memory 0 100 £
Database  HDB - 2 Memory Usage
sQLPort 30,115 9% of effective allocation used
Ly B e T
06:00 1200 18:00 00:00 06:00 1200 18:00 00:00
Name xsexecagent = 5
Status YES %
Detail 300 30 60,
X 20 0.00% 80
StatTme: OB/ A2AN % @ ——Effec. Aloc. Limit i %03
ProcessID 4,397 —CPU Est e Peak Memory [— 100 &
Database SYSTEMDB e Memory Usage
SQL Port 0 % of effective allocation used
S e
08:00 1200 18:00 00:00 00:00 1200 18:00 00:00
Name daemon = 2,
Status YES %
Detal o 8% 8054
. 20 000% 80
StartTme: 15/8/19:4:25AM % g = Effec. Aloc. Limit 10 %0
ProcessID 3,236 —CPU Est e Peak Memory [ 100 £
Database SYSTEMDB e Vemory Usage
SQL Port 0 % of effective allocation used
1 g
0800 1200 18:00 00:00 08:00 1200 18:00 00:00
Name preprocessor L7 5 a
Status YES .
Detai & 0% % %q
. 20 q8% 80
StrtTie. SRJIS®20AM % 18Q —Effec. Aloc. Limit 10 %0 3
ProcessID 3,680 —CPUEst —— Peak Memory ) 100 2
Database SYSTEMDB 8 e Memory Usage
SQL Port 0 % of effective allocation used
ettt ———Lg T
06:00 12:00 18:00 00:00 08:00 1200 18:00 00:00

SQL Plans

SQL statement, hash, and a variety of performance metrics are tabulated for the collected SQL plans.
Top SQL plans are collected and are sorted by criteria defined in the agent properties. Sort criteria
include average execution time, total execution time, execution count, average execution memory size.

ons | Table

A S

Th 08:00 Th 08:00 Tha 10:00 Th 1200 Th 1400 Th 16:00 Th 18:00 Thu 20:00 Tha 2200 Fri 00:00 Fri 02:00 Fii 04:00

Top SQL by: Avg Time ~

Search 2~
SQL Statement Database  AppName A% executions Y9 TotalTime Max Time NL"'S"Y M:»vgrv M:I'::'Y T"é:;‘:* '{;I':m S
’_' sgﬁi‘é‘;’?;;;:ﬁ;?:gfms' YALERT. CHECK RESTARTED) o8 yso0 Bl 268 2o0sec 0.0068 0.00M8 0.00G8 0 0.00sec Scél6e0ddc
e A e e SYSTEMDB 1502 B 1928 p0sec 9,368 6.00MB 0.00G8 0 0.00sec 2e9dsd1des
D IO, HOB 1s01 22 1361 g opcec 0.3468 0.00M8 0.00G8 0 0.00sec boBdS2ACTS
é;m?g:;;:’s s{g;rlincs'.'wtchsck_mnmvs_ HOB 1,500 1"‘: '”ﬁ 1.00sec. 0.05G8 0.00M8 0.00GB 0 0.00sec 704972db6c
m&&?&ﬁﬁ?&;&;ﬁi’gﬁ?' ALERT_PORT, HDB  FolAM-5.9.2 1805 M6 2090y gpge MOBL 6200 o008 0 0.00sec e8a26232e1
e o STATISTICS AR (HECK JNACTIVE . +o8 1500 20 127 jo0sec 0.05G8 0.00MB 0.00G8 0 0.00sec 25ca313866.
éi D P TTICOTCEOR HOSE SR HDB 150 73 105 o00sec 00268 0.00MB 0.00G8 0 0.00sec 327476b41b
E&‘;‘;‘é“{f_;{é}? AT AT RO A 001 ys02 87 117 p00sec 0.0268 0.00M8 0.00G8 0 0.00sec e3f67a0ac0.
o STATITIC STATISTCS SCTEDULAREWRAPPER(TWet, 7, |y e B WD IR g s o o 0.005ec] cerseerees
Lwc‘;‘;‘g‘{ﬁﬁﬁ;ﬂ:ﬁ““VA’E‘T-C"EC’(—SB‘VICE—‘ SYSTEMDB 1502 3 87.43sec 100sec 00268 0.00MB 0.00GB 0 0.00sec e3fE7a0ach
I/J .N:ﬁcef‘sﬁ: '_svs,s{:gg:cs‘ "COUECTOR_HOST_LONG_R SYSTEMDB 1,502 ,:z 79.42sec 0.00sec 0.13GB 0.00MB 0.00GB 0 0.00sec 88f3a62d0.
UN:&%??@%?CEECS.‘ COLECTOR HOSTLONGR +0B 1500 31 76.675ec 0.00sec 0.17GB 0.00MB 0.00G8 0 0.00sec 88326200
e IS NSO AT, SYSTEMDS 1502 30 75.39sec 100sec 0.05GB 0.00MB 0.00G8 0 0.00sec 7049720b6c
iisg:b:;éim;g:&z:;?ras GROU. SYSTEMDB 1,503 ':: 67.36sec 0.00sec 0.42GB 0.00MB 0.00GB 0 0.00 sec b08d82dc78.
SELECT ALERT_ID, INDEX, ALERT_HOST, ALERT_PORT, S —— Sy v [S— —| p— ] p— S P p—
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Expensive Statements

The Expensive Statements dashboard displays individual statement executions that exceed CPU,
memory, or time thresholds. Resource monitoring must be configured in the SAP HANA database to
enable expensive statement monitoring. See the agent configuration section above.

Overview | Memory | HostLload | Services | SQLPlans | Expensive ents | Blocked Transactions | Table Persistence | Native Alerts
6%
/\ —— Workioad
Thu 06:00 Thu 08:00 Thu 10:00 Thu 12:00 Thu 14:00 Thu 18:00 Thu 18:00 Thu 20:00 Thu 22:00 Fri 00:00 Fri 02:00 Fri 04:00
Database: ALL v Operation: ALL v
[search £-]
Host  Database Operatn StartTime Duraon CPU  Memory '"onsaction Comnection User Schema  Records Statement sQL stat
imdbmaster SYSTEMDB CALL 8/9/19 4:31AM 1,005 ms 52ms 0.00MB 17 100132 _SYS_STATISTICS _SYS_STATISTICS S d6fd667883... call _SYS_STATISTICS.STATISTICS_SCHEDULABLE
imdbmaster SYSTEMDB COMPILE 8/9/19 4:31AM 1,002ms 15ms 0.00MB 44 103444 _SYS_STATISTICS _SYS_STATISTICS 0 Saece38724... SET TRANSACTION LOCK WAIT TIMEOUT 120000
imdbmaster SYSTEMDB CALL 8/9/19 4:31AM 1,327ms  169ms 0.00 MB 19 100133 _SYS_STATISTICS _SYS_STATISTICS S d6fd667883... call _SYS_STATISTICS.STATISTICS_SCHEDULABLE
imdbmaster SYSTEMDB CALL 8/9/19 4:31AM 1,036 ms 51ms 0.00MB 16 100136 _SYS_STATISTICS _SYS_STATISTICS 5 d6fd667883... call _SYS_STATISTICS.STATISTICS_SCHEDULABLE
imdbmaster SYSTEMDB CALL 8/9/19 4:31AM 1,074 ms 44ms 0.00MB 18 100135 _SYS_STATISTICS _SYS_STATISTICS S d6fd667883... call _SYS_STATISTICS.STATISTICS_SCHEDULABLE
imdbmaster SYSTEMDB CALL 8/9/19 4:31AM 1,194 ms 37ms 1.00MB 20 100134 _SYS_STATISTICS _SYS_STATISTICS 5 d6fd667883... call _SYS_STATISTICS.STATISTICS_SCHEDULABLE
imdbmaster SYSTEMDB CALL 8/9/194:04AM 1,015ms 241ms 0.00MB 17 100132 _SYS_STATISTICS _SYS_STATISTICS S d6fd667883... call _SYS_STATISTICS.STATISTICS_SCHEDULABLE
imdbmaster SYSTEMDB CALL 8/9/19 3:47AM | 1,523 ms 33ms 0.00MB 20 100134 _SYS_STATISTICS _SYS_STATISTICS 7 d6fd667883... call _SYS_STATISTICS.STATISTICS_SCHEDULABLE
imdbmaster SYSTEMDB CALL 8/9/19 3:47AM | 1,532ms 34ms 0.00MB 18 100135 _SYS_STATISTICS _SYS_STATISTICS S d6fd667883... call _SYS_STATISTICS.STATISTICS_SCHEDULABLE
imdbmaster SYSTEMDB CALL 8/9/19 3:47AM 1,639 ms 36ms 0.00MB 17 100132 _SYS_STATISTICS _SYS_STATISTICS 5 d6fd667883... call _SYS_STATISTICS.STATISTICS_SCHEDULABLE
imdbmaster SYSTEMDB CALL 8/9/19 3:47AM 1,779 ms 42ms 0.00MB 16 100136 _SYS_STATISTICS _SYS_STATISTICS S d6fd667883... call _SYS_STATISTICS.STATISTICS_SCHEDULABLE
imdbmaster SYSTEMDB CALL 8/9/19 3:47AM 1,727ms  107ms 0.00MB 19 100133 _SYS_STATISTICS _SYS_STATISTICS 21 d6fd667883... call _SYS_STATISTICS.STATISTICS_SCHEDULABLE
imdbmaster SYSTEMDB CALL 8/9/19 3:32AM  2,295ms 2,050ms 0.00 MB 19 100133 _SYS_STATISTICS _SYS_STATISTICS 9 d6fd667883... call _SYS_STATISTICS.STATISTICS_SCHEDULABLE
imdbmaster SYSTEMDB CALL  8/9/19 3:32AM 2,475ms 1,772ms 0.00MB 16 100136 | _SYS_STATISTICS _SYS_STATISTICS 1,431 | d6fd667883... call_SYS_STATISTICS.STATISTICS_SCHEDULABLE
imdbmaster SYSTEMDB SELECT 8/9/19 3:31AM 1,137ms 307ms 17.00MB 14 101158  FOGLIGHTOS = FOGLIGHTOS 0 €8226232¢1... SELECT ALERT_ID, INDEX, ALERT_HOST, ALERT_F
imdbmaster SYSTEMDB CALL  8/9/193:02AM 1,429ms  34ms 0.00MB 16 100136 | _SYS_STATISTICS _SYS_STATISTICS 7 | d6fd667883... call_SYS_STATISTICS.STATISTICS_SCHEDULABLE
imdbmaster SYSTEMDB CALL  8/9/193:02AM 1,445ms  34ms 0.00MB 17 100132 _SYS_STATISTICS _SYS_STATISTICS § d6fd667883... call_SYS_STATISTICS.STATISTICS_SCHEDULABLE
imdbmaster SYSTEMDB CALL  8/9/19 3:02AM 1,65ims  35ms 0.00MB 19 100133 | _SYS_STATISTICS _SYS_STATISTICS 5 d6fd667883... call_SYS_STATISTICS.STATISTICS_SCHEDULABLE
imdbmaster SYSTEMDB CALL  8/9/19 3:02AM 1,682ms  35ms 0.00MB 18 100135 | _SYS_STATISTICS _SYS_STATISTICS 5 d6fd667883... call_SYS_STATISTICS.STATISTICS_SCHEDULABLE
imdbmaster SYSTEMDB CALL  8/9/193:02AM 1,527ms  96ms 0.00MB 20 100134 | _SYS_STATISTICS _SYS_STATISTICS 21 | d6fd667883... call_SYS_STATISTICS.STATISTICS_SCHEDULABLE
imAdhmacter SYSTFMNR (Al R/Q/1Q 2:478M 1 12N me N me N NNMR 1A 1NN13A QYS STATISTICS SYS STATISTICS S ARFARATRR rall QYS STATISTICS STATISTICS QCHFNIL ARIF
< > v
Blocked transactions metrics are displayed along with the time of occurrence, lock details, lock owner,

and blocked transaction hashes.

Overview ‘ Memory ‘ Host Load ‘ Services | SQL Plans | Expensive Statements | Blocked T Table Persistence | Native Alerts
=100

%

—— Workload
Jul15 Jul 18 Jul17 Jul18 Jul 19 Jul20 Jul21 Jul22 Jul23 Jul24 Jul25 Jul26 Jul27 Jul28 Jul20 Jul30 Jul31 AugO1 Aug02 AugO03 Aug 04 Aug05 Aug 08 Aug 07 Aug 08 Aug 09
Database: ALL v
[search p-l =
Transaction Lock Owner Blocked
Host Database Since Observed Waiting Lock Mode Lock Type Statement Hash Statement Hash

imdbmaster T001 5/31/19 5:13PM 5/31/19 5:15PM 1.700000 EXCLUSIVE OBJECT_LOCK | 35085b9f4dcacdaB22e650be4fedbad2 767c0c17e82c27474b 106a05ebafded
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Table Persistence

Metrics related to the largest tables are displayed. The Table Persistence dashboard shows availability
charts for the system database and each monitored tenant database. Tables can be filtered by database
and schema. The minimum size threshold for tables as well as a maximum total number of tables to
collect is configurable in the agent properties.

Databases Schemas
(%] Name Avalabity Active Fallback Snapshot Restart Mode 08 User 0SGoup Name 3
5 Ho8 V'V 100 % YES wa DEFAULT || & sapaBapy
[ SYsTEMDB V'V 100% vES wa DEFAULT [7] saPaBAP2
[4 Toor No% NO na DEFAULT [4 sapaBap3
_SYs_REPO
T001 Availabilty x e
1100 [ _SYS_REPO
0 - -
Tables : -
General -: Event Counts Times
Name Disk Size pt Optimize Truncate Copy Last Modified
REPOSRC 21668 - 0 [ [ 0
SMIMCONT1 13168 0 0 0 0
REPOSRC 43968 -8 0 0 [ 0
SACONTOL 10168 Wed20 T FA  SHOl w02 Mn0) T 0d 0 0 0 o
SASACONTL 23868 0 [} [ 0
SMIMCONT 15068 B 0 0 o 0
REPOSRC 47768 I THOVE" 4 TV 0 o [ 0
SACONTOL 10168 150 0.00 M8 o 0.00MB 0 0 [ o
SASACONT1 23868 281 0.00 B 0 0.00MB. 0 0 [ 0
SMIMCONT1 150 GB o 0.00MB 0 0.00 M8 0 0 [ 0
ACTIVE_OBJECT 12468 150 0.00 M8 0 0.00 M8 0 [ [ o
ACTIVE_OBJECT 12468 148 0008 o 0.00 M8 0 [ [ o
ACTIVE_OBJECT wa s o [ 0

Native Alerts

Native SAP HANA database alerts are collected by the SAP HANA agent. Each alert is then assigned a
Foglight severity (informational, warning, critical, or fatal) corresponding to their alert severity. These
alerts can be seen on the main Foglight alarms dashboard along with alarms generated by all other
cartridges.

Current Alerts ~|
£-] s
s [ [ ] e [ F— S—
SYSTEMDB 24 @ 8/9/195:31AM )  Determines whether or not there have been any high priority alerts since the last... Investigate the alerts. -
SYSTEMDB 50 [\ 8/9/195:31AM 3]  Determines the number of diagnoss files written by the system (exduding zip-fie...  Investigate the diagnoss files.
HDB 24 8 8/9/19 5:35 AM =) Determines whether or not there have been any high priority alerts since the last... Investigate the alerts.
HDB 43 A\ 8/5/195:35AM &)  Determines what percentage of its effective allocation limit a service is using. Check for services that consume a lot of memory.
HDB | 50 A\ B8/9/195:35AM &  Determines the number of diagnosis fles written by the system (exduding zp-fil... | Investigate the diagnosis files.
HDB 109 €) 8/9/195:35AM &)  Ifthe backup history is broken, the log_mode is internally set to overwrite. itis ... Perform a data backup as soon as possible to ensure that the service is fully reco
T0OL 24 @ 8/9/195:29AM &)  Determines whether or not there have been any high pr Alert Desaiption x
TOOL | S0 [y |8/9/195:29AM| ) Determines the number of dagnosisfies written by the|yf he,bockup istoryls braken, fhe log, mode sntemnal set o ovenirite, it not ensured
Native Alert Instances D )(
Timestamp v Severity =
8/8/19 4:32 AM €©  Theactivesta &
8/2/19 8:47 AM €  Theactivesta
Prior Alerts 7/31/19 3:32 AM ©  Theactvesty
7/22/19 6:32 AM €©  Theactivesta
n et Teteat Recent 7/16/19 10:10 AM 0 The active status of xsuaaserver on host imdbmaster, port 30131 has been NO for 169.000000 seconds.
Severity Occurrence v  Instances 6/21/19 10:04 AM 0 The active status of xsuaaserver on host imdbmaster, port 30131 has been NO for 60.000000 seconds.
ToOL 42 @ 8/8/194:29PM | @ Ident  g31/195:03pM | @) The active status of xsuasserver on host imdbmaster, port 30131 has been NO for 110000000 seconds.
HDB 22 @ 8/199:45AM & Deten  5pa.197:91aM €©  The active status of xsuaaserver on host imdbmaster, port 30131 has been NO for 470.000000 seconds.
SYSTEMDB 4 € 8/8/19434AM & Ident g5ip7191200pM | @) Theactive status of daemon on hostimdbmaster, port 30100 has been STARTING for 600.000000 seconds.
HDB 4 €@ §B/19433AM &) Ient g5pag5a5aM €©  The active status of xsuaaserver on host imdbmaster, port 30131 has been NO for 111.000000 seconds.
SYSTEMDB 3 €3 8/8/19432AM &  Ident
SYSTEMDB 5 A\ 8/8/19432AM &  Deten
HDB 5 € 8/7/1910:58AM 3  Deter
SYSTEMDB 46 ) 8/7/1910:03AM &)  Ident
SYSTEMDB 88 A\ 8/6/19 12:31 AM = Deter|
HDB 88 ()  8/5/195:35PM S Deter =
TOO1 88 A\ 8/4/1911:52PM ) D ge .




Rules

SAP HANA Database Availability
Alerts if the SAP HANA database becomes unreachable.

SAP HANA Host CPU Used Percent
Alerts if CPU utilization on the host is high.

SAP HANA Memory Instance Allocation Used Percent
Alerts if the memory used by an instance as a percentage of its allocation limit is too high.

SAP HANA Memory Used Physical Memory Percent
Alerts if the physical memory usage is too high.

SAP HANA Native Alert
Publishes SAP HANA native alerts to Foglight.

SAP HANA Service Used Memory Effective Allocation Percent

Alerts if the service's usage of its effective memory allocation is too high.

SAP HANA System Availability
Alerts if the SAP HANA System becomes unreachable through the system database.

SAP HANA Volume Used Disk Percent

Alerts if the percentage of disk used on a volume is too high.

Internal statistics server problem
Identifies internal statistics server problem.



Host physical memory usage
Determines what percentage of total physical memory available on the host is used. All processes
consuming memory are considered, including non-SAP HANA processes.

Disk usage
Determines what percentage of each disk containing data, log, and trace files is used. This includes
space used by non-SAP HANA files.

Inactive services
Identifies inactive services.

Restarted services
Identifies services that have restarted since the last time the check was performed.

Host CPU Usage
Determines the percentage CPU idle time on the host and whether or not CPU resources are running
low.

Delta merge (mergedog) configuration

Determines whether or not the 'active' parameter in the 'mergedog' section of the system configuration
file(s) is 'yes.' mergedog is the system process that periodically checks column tables to determine
whether or not a delta merge operation should be executed.

Memory usage of name server
Determines what percentage of allocated shared memory is being used by the name server on a host.

Lock wait timeout configuration
Determines whether the 'lock_wait_timeout' parameter in the 'transaction' section of the
indexserver.ini file is between 100,000 and 7,200,000.



Record count of non-partitioned column-store tables

Determines the number of records in non-partitioned column-store tables. Current table size may not
be critical. Partitioning need only be considered if tables are expected to grow rapidly (a non-partitioned
table cannot contain more than 2,147,483,648 (2 billion) rows).

Table growth of non-partitioned column-store tables
Determines the growth rate of non-partitioned columns tables.

Internal event
Identifies internal database events.

Notification of all alerts
Determines whether or not there have been any alerts since the last check and if so, sends a summary e-
mail to specified recipients.

Notification of medium and high priority alerts
Determines whether or not there have been any medium and high priority alerts since the last check
and if so, sends a summary e-mail to specified recipients.

Notification of high priority alerts
Determines whether or not there have been any high priority alerts since the last check and if so, sends
a summary e-mail to specified recipients.

Open connections
Determines what percentage of the maximum number of permitted SQL connections are open. The

maximum number of permitted connections is configured in the "session" section of the indexserver.ini
file.

Unassigned volumes
Identifies volumes that are not assigned a service.



Record count of column-store table partitions
Determines the number of records in the partitions of column-store tables. A table partition cannot
contain more than 2,147,483,648 (2 billion) rows.

Most recent savepoint operation
Determines how long ago the last savepoint was defined, that is, how long ago a complete, consistent
image of the database was persisted to disk.

Size of delta storage of column-store tables
Determines the size of the delta storage of column tables.

Check internal disk full event
Determines whether or not the disks to which data and log files are written are full. A disk-full event
causes your database to stop and must be resolved.

License expiry
Determines how many days until your license expires. Once your license expires, you can no longer use
the system, except to install a new license.

Log mode LEGACY
Determines whether or not the database is running in log mode "legacy." Log mode "legacy" does not
support point-in-recovery and is not recommended for production systems.

Log mode OVERWRITE

Determines whether or not the database is running in log mode "overwrite". Log mode "overwrite" does
not support point-in-recovery (only recovery to a data backup) and is not recommended for production
systems.

Unavailable volumes
Determines whether or not all volumes are available.



Existence of data backup
Determines whether or not a data backup exists. Without a data backup, your database cannot be
recovered.

Status of most recent data backup
Determines whether or not the most recent data backup was successful.

Age of most recent data backup
Determines the age of the most recent successful data backup.

Status of most recent log backups
Determines whether or not the most recent log backups for services and volumes were successful.

Long-running statements
Identifies long-running SQL statements.

Total memory usage of column-store tables
Determines what percentage of the effective allocation limit is being consumed by individual column-
store tables as a whole (that is, the cumulative size of all of a table's columns and internal structures)

In-memory DataStore activation
Determines whether or not there is a problem with the activation of an in-memory DataStore object.

Long running/idling cursors
Identifies long-running/idling cursors. The threshold is based on M_INIFILE_CONTENTS.VALUE where
KEY ="idle_cursor_lifetime".

Memory usage of services
Determines what percentage of its effective allocation limit a service is using.



Licensed memory usage
Determines what percentage of licensed memory is used.

Memory usage of main storage of column-store tables
Determines what percentage of the effective allocation limit is being consumed by the main storage of
individual column-store tables.

RTEdump files

Identifies new runtime dump files (*rtedump*) have been generated in the trace directory of the
system. These contain information about, for example, build, loaded modules, running threads, CPU,
and so on.

Long-running serializable transactions
Identifies long-running serializable transactions.

Long-running uncommitted write transactions
Identifies long-running uncommitted write transactions.

Long-running blocking situations
Identifies long-running blocking situations.

Number of diagnosis files

Determines the number of diagnosis files written by the system (excluding zip-files). An unusually large
number of files can indicate a problem with the database (for example, a problem with trace file
rotation or a high number of crashes).

Size of diagnosis files
Identifies large diagnosis files. Unusually large files can indicate a problem with the database.



Crashdump files

Identifies new crashdump files that have been generated in the trace directory of the system.

Pagedump files

Identifies new pagedump files that have been generated in the trace directory of the system.

Savepoint duration
Identifies long-running savepoint operations.

Columnstore unloads
Determines how many columns in columnstore tables have been unloaded from memory. This can
indicate performance issues.

Python trace activity
Determines whether or not the python trace is active and for how long. The python trace affects system
performance.

Instance secure store file system (SSFS) inaccessible
Determines if the instance secure store in the file system (SSFS) of your SAP HANA system is accessible
to the database.

Plan cache size
Determines whether or not the plan cache is too small.

Percentage of transactions blocked
Determines the percentage of transactions that are blocked.



Sync/Async read ratio

Identifies a bad trigger asynchronous read ratio. This means that asynchronous reads are blocking and
behave almost like synchronous reads. This might have negative impact on SAP HANA 1/0 performance
in certain scenarios.

Sync/Async write ratio

Identifies a bad trigger asynchronous write ratio. This means that asynchronous writes are blocking and
behave almost like synchronous writes. This might have negative impact on SAP HANA I/O performance
in certain scenarios.

Expiration of database user passwords

Identifies database users whose password is due to expire in line with the configured password policy. If
the password expires, the user will be locked. If the user in question is a technical user, this may impact
application availability. It is recommended that you disable the password lifetime check of technical
users so that their password never expires (ALTER USER <username> DISABLE PASSWORD LIFETIME).

Granting of SAP_INTERNAL_HANA_SUPPORT role
Determines if the internal support role (SAP_INTERNAL_HANA_ SUPPORT) is currently granted to any
database users.

Total memory usage of table-based audit log

Determines what percentage of the effective memory allocation limit is being consumed by the
database table used for table-based audit logging. If this table grows too large, the availability of the
database could be impacted.

Runtime of the log backups currently running
Determines whether or not the most recent log backup terminates in the given time.

Storage snapshot is prepared
Determines whether or not the period, during which the database is prepared for a storage snapshot,
exceeds a given threshold.



Table growth of rowstore tables
Determines the growth rate of rowstore tables

Total memory usage of row store
Determines the current memory size of a row store used by a service

Enablement of automatic log backup
Determines whether automatic log backup is enabled.

Consistency of internal system components after system upgrade
Verifies the consistency of schemas and tables in internal system components (for example, the
repository) after a system upgrade.

Row store fragmentation
Check for fragmentation of row store.

Number of log segments
Determines the number of log segments in the log volume of each serviceCheck for number of log
segments.

Overflow of rowstore version space
Determines the overflow ratio of the rowstore version space.

Overflow of metadata version space
Determines the overflow ratio of the metadata version space.

Rowstore version space skew
Determines whether the rowstore version chain is too long.



Discrepancy between host server times
Identifies discrepancies between the server times of hosts in a scale-out system.

Database disk usage
Determines the total used disk space of the database. All data, logs, traces and backups are considered.

Connection between systems in system replication setup
Identifies closed connections between the primary system and a secondary system. If connections are
closed, the primary system is no longer being replicated.

Configuration consistency of systems in system replication setup

Identifies configuration parameters that do not have the same value on the primary system and a
secondary system. Most configuration parameters should have the same value on both systems because
the secondary system has to take over in the event of a disaster.

Availability of table replication
Monitors error messages related to table replication.

Cached view size
Determines how much memory is occupied by cached view

Timezone conversion
Compares SAP HANA internal timezone conversion with Operating System timezone conversion.

Table consistency
Identifies the number of errors and affected tables detected by
_SYS_STATISTICS.Collector_Global_Table_Consistency.



Insecure instance SSFS encryption configuration

Determines whether the master key of the instance secure store in the file system (SSFS) of your SAP
HANA system has been changed. If the SSFS master key is not changed after installation, it cannot be
guaranteed that the initial key is unique.

Insecure systemPKI SSFS encryption configuration

Determines whether the master key of the secure store in the file system (SSFS) of your system's
internal public key infrastructure (system PKI) has been changed. If the SSFS master key is not changed
after installation, it cannot be guaranteed that the initial key is unique.

Internal communication is configured too openly

Determines whether the ports used by SAP HANA for internal communication are securely configured. If
the "listeninterface" property in the "communication" section of the global.ini file does not have the
value ".local" for single-host systems and ".all" or ".global" for multiple-host systems, internal
communication channels are externally exploitable.

Granting of SAP HANA DI support privileges
Determines if support privileges for the SAP HANA Deployment Infrastructure (DI) are currently granted
to any database users or roles.

Auto merge for column-store tables
Determines if the delta merge of a table was executed successfully or not.

Missing volume files
Determines if there is any volume file missing.

Status of HANA platform lifecycle management configuration
Determines if the system was not installed/updated with the SAP HANA Database Lifecycle Manager
(HDBLCM).



Plan cache hit ratio
Determines whether or not the plan cache hit ratio is too low.

Root keys of persistent services are not properly synchronized
Not all services that persist data could be reached the last time the root key change of the data volume
encryption service was changed. As a result, at least one service is running with an old root key.

Streaming License expiry
Determines how many days until your streaming license expires. Once your license expires, you can no
longer start streaming projects.

Log replay backlog for system replication secondary
System Replication secondary site has a higher log replay backlog than expected.

Availability of Data Quality reference data (directory files)
Determine the Data Quality reference data expiration dates.

Long-running tasks
Identifies all long-running tasks.

Granting of SAP HANA DI container import privileges
Determines if the container import feature of the SAP HANA Deployment Infrastructure (DI) is enabled
and if import privileges for SAP HANA DI containers are currently granted to any database users or roles.

LOB garbage collection activity
Determines whether or not the lob garbage collection is activated.

HANA version
Checks the installed HANA version.



Unsupported operating system in use
Determines if the operating system of the SAP HANA Database hosts is supported.

SQL access for SAP HANA DI technical users

Determines if SQL access has been enabled for any SAP HANA DI technical users. SAP HANA DI technical
users are either users whose names start with '_SYS_DI' or SAP HANA DI container technical users
(<container name>, <container name>#DI, <container name>#00).

Existence of system database backup
Determines whether or not a system database backup exists. Without a system database backup, your
system cannot be recovered.

Usage of deprecated features
Determines if any deprecated features were used in the last interval.

Log shipping backlog for system replication secondary
System Replication secondary site has a higher log shipping backlog than expected.

Total Open Transactions Check
The check monitors the number of open transactions per service

ASYNC replication in-memory buffer overflow
Checks if local in-memory buffer in ASYNC replication mode runs full

Fallback snapshot consistency
Determines if an inconsistent fallback snapshot exist.



Fallback snapshot age

Determines if a snapshot exists for an extended period of time.

Backup history broken
If the backup history is broken, the log_mode is internally set to overwrite; it is not ensured that the
service is fully recoverable via backup.

Catalog Consistency
Identifies the number of errors and affected objects detected by
_SYS_STATISTICS.Collector_Global_Catalog_Consistency.

Replication status of Replication Log
Check whether the status of replication log is disabled.

Record count of non-partitioned column-store tables (include)

Determines the number of records in non-partitioned column-store tables (only include tables are
checked). Current table size may not be critical. Partitioning need only be considered if tables are
expected to grow rapidly (a non-partitioned table cannot contain more than 2,147,483,648 (2 billion)
rows).

Record count of column-store table partitions (include)
Determines the number of records in the partitions of column-store tables (only include tables are
checked). A table partition cannot contain more than 2,147,483,648 (2 billion) rows.

LDAP Enabled Users without SSL
Checks if any user is enabled for LDAP Authentication and SSL is off.

Dbspace usage
Checks for the dbspace size usage.



Dbspace status
Determines whether or not all dbspaces are available.

Dbspace file status
Determines whether or not all dbspace files are available.

Inactive Streaming applications
Identifies inactive Streaming applications.

Inactive Streaming project managed adapters
Identifies inactive Streaming project managed adapters.

Streaming project physical memory usage
Determines what percentage of total physical memory available on the host is used for the streaming
project.

Streaming project CPU usage
Determines the percentage CPU usage for a streaming project on the host and therefore whether or not
CPU resources are running out.

Number of publishers of streaming project
Identify the large publishers of streaming project. Make sure that they will not break the streaming
project.

Number of subscribers of streaming project
Identify the large subscribers of streaming project. Make sure that they will not break the streaming
project.

Row throughput of subscriber of streaming project
Identify which subscriber of streaming project has low throughput measured in rows per second.



Transaction throughput of subscriber of streaming project
Identify which subscriber of streaming project has transaction throughput measured in transactions per
second.

Row throughput of publisher of streaming project
Identify which publisher of streaming project has low throughput measured in rows per second.

Transaction throughput of publisher of streaming project
Identify which publisher of streaming project has transaction throughput measured in transactions per
second.

Bad rows of project managed adapter
Identify which project managed adapter has much rows with error.

High latency of project managed adapter
Identify which project managed adapter has high latency.

Large queue of stream of streaming project
Identify which stream of streaming project has large queue.

Large store of stream of streaming project
Identify which stream of streaming project has large store.

Agent availability
Determines how many minutes the agent has been inactive.

Agent memory usage
Determines what percentage of total memory available to agent is used.



Remote Subscription exception
Checks for recent exceptions in remote subscriptions and remote sources.



Reports

SAP HANA Services Report
Service Report of SAP HANA displays system overview, service details including service properties, CPU
and memory utilization of a service.

SAP HANA SQL Report
SQL Report of SAP HANA includes System Overview along with top 10 SQL statements sorted by
provided criterion, top 10 expensive statements and top 10 blocked transactions a system.

SAP HANA Storage Report
Storage report of SAP HANA includes System Overview along with Volume Utilization, Databases
Overview and important Table metrics.

SAP HANA System Summary
System summary of SAP HANA System including availability, workload, CPU utilization, memory
utilization along with different volume utilization. It includes top SQL statements and top native alerts.



