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Understanding Foglight® for
Container Management

e About Foglight for Container Management
* Architecture
* Sizing Your Monitored Environment
= Foglight Management Server Requirements
= Kubernetes Agent Requirements
= Docker Swarm Agent Requirements
e Getting Started
= Prerequisite
= Creating and Activating Agent

= Configuring data collection interval

About Foglight for Container
Management

Containers are a method of operating system virtualization that allow you to run an application and its

dependencies in resource-isolated processes. Foglight® for Container Management simplifies this process by
tracking each container, the resources it consumes, and the remaining compute of the container host, as well as
providing you with the cluster information and pre-configured rules with notifications identifying the problem of your
clusters.
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Architecture

Figure 1. Components of Foglight for Container Management
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Foglight for Container Management consists of three main components:

* Foglight Management Server and Foglight Database Repository — Responsible for managing, alerting,
and viewing the collected data. Both components can be set to run on the same machine or reside on
separate machines.

* Agent Manager — Hosts the monitoring Kubernetes agents.
* Docker Swarm clusters — Manages containerized applications in a clustered environment.

* Kubernetes clusters — Manages containerized applications in a clustered environment.

Sizing Your Monitored Environment

Consider the possibility of a great amount of objects being collected, analyzed, and maintained by the application,

several aspects of the underlying server must be taken into account. The sizing of the supporting clusters and
containers depends on the complexity of the underlying environment. Sufficient processing power and CPU
memory are required to support effective collection, server data handling, and analytics.

3 | NOTE: Currently Quest validates the environment with up to 10000 containers. If your environment beyonds

this scale, contact Quest Support.
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Foglight Management Server Requirements

The minimum system requirements of the Foglight Management Server vary from the scale of clusters. The scale
of clusters is determined by running containers.

Table 1. Foglight Management Server requirements

Agent Manager

Operating Maximum Foglight
System Containers
JVM Settings # of CPUs JVM Settings # of CPUs

Windows 64-bit 1000 Xms|Xmx=4G 2 Xms|Xmx=4G 2

5000 Xms|Xmx=8G 4 Xms|Xmx=8G 4

10000 Xms|Xmx=12G 6 Xms|Xmx=12G 6
Linux 64-bit 1000 Xms|Xmx=4G 2 Xms|Xmx=4G 2

5000 Xms|Xmx=8G 4 Xms|Xmx=8G 4

10000 Xms|Xmx=12G 6 Xms|Xmx=12G 6

If you are using an embedded Agent Manager, make sure to use the sum resources of both Foglight and Agent
Manager.

Kubernetes Agent Requirements

Kubernetes Agent collects inventory and metrics every 5 minutes by default. Refer to Configuring data collection
interval for details about how to change the collection interval.

Table 2. Kubernetes Agent requirements

. . Kubernetes Agent Collection Interval (minutes)
Maximum Containers

Inventory Metrics
500 5 5
1000 10 10
5000 30 30
10000 60 60

Table 2 is the recommendations for local Kubernetes clusters. If you deploy Kubernetes clusters on the Cloud
Provider Kubernetes Service, consider your network rate and change your configurations based on different Cloud
Provider and different region/zone of your cluster.

Docker Swarm Agent Requirements

Docker Swarm Agent collects inventory and metrics every 5 minutes by default. Refer to Configuring data
collection interval for details about how to change the collection interval.

Table 3. Docker Swarm Agent requirements

. . Docker Swarm Agent Collection Interval (minutes)
Maximum Containers

Inventory Metrics
500 5 5
1000 10 10
5000 30 30

Table 3 is the recommendations for local Docker Swarm clusters. For cloud environment, consider network rate
and change configurations based on different Cloud Provider and different region/zone.
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Getting Started

* Prerequisite
= Kubernetes Agent
s Preparing the Kubernetes credential
= Enabling Heapster service in monitored environment
= Docker Swarm Agent
= Preparing Docker Swarm Agent credentials
= Enabling Docker Remote API for monitored docker host
= Uploading Docker Swarm Agent credentials
* Creating and Activating Agent
= Creating and Activating a Kubernetes Agent
= Creating and Activating a Docker Swarm Agent

» Configuring data collection interval

Prerequisite

Kubernetes Agent

Each Kubernetes Agent monitors the assets inside the selected Kubernetes Service Providers. To enable the data
collection, complete the following prerequisites before create agent.

* Preparing the Kubernetes credential

e Enabling Heapster service in monitored environment

Preparing the Kubernetes credential

The Kubernetes configuration file named KubeConfig is a standard configuration of Kubernetes and is required for
Kubernetes agents to access the cluster. Foglight for Container Management verifies and supports the local
Kubernetes and the following Cloud Kubernetes Service Providers. Based upon your environment, select either of
approaches to get your KubeConfig file:

i | NOTE: Data from different Kubernetes Agents with the same cluster name will be merged into one cluster.

* Local Kubernetes

e Azure Kubernetes Service (AKS)

* Amazon Elastic Container Service for Kubernetes (EKS)
* Google Cloud Platform Container Engine (GKE)

* IBM Cloud Kubernetes Service

e Openshift Origin

Local Kubernetes

If you build a Kubernetes cluster locally, find this KubeConfig file under the
/ et c/ kuber net es/ adni n. kubeconfi g on your master node.

Foglight for Container Management 1.0 User and Administration Guide
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Azure Kubernetes Service (AKS)
Before generating the Kubernetes credentials, record the following information:
* Azure Username
* Azure Password
e Azure Subscription Number
* The name of your AKS Cluster Resource Group
* The name of your AKS cluster

Download the Azure Command Line Interface and install it in your local platform, and then follow steps below to
generate your Kubernetes credential:

1 Runthe command az | ogi n.

Then a browser shows up, directing you to the Azure Portal where you should enter your Azure Username
and Password to complete the authentication.

2 Runthe command: az account set --subscription <azure subscription nunber>

3 Runthe command: az aks get-credentials --resource-group <azure resource group
nane> --nane <azure cluster name>

4 Find the Kubernetes configuration file under <USER_HOME>/ . kube/ conf i g on your local platform.

i | NOTE: The token in this Kubernetes configuration file will get expired after two years. If you don’t
want the credential gets expired, refer to Foglight Container Tools for detail.
Amazon Elastic Container Service for Kubernetes (EKS)

Follow the Amazon EKS offical guide Getting Started with Amazon EKS. Follow the guide and complete Create a
kubeconfig for Amazon EKS. in the end of the guide.

i | NOTE: If you don’t want the credential gets expired, refer to Foglight Container Tools for detail.

Google Cloud Platform Container Engine (GKE)

Download the Google Cloud Client tool and install it in your local platform, and then follow steps below to generate
your Kubernetes credential:

1 Generate the intermediate Kubernetes credential for your cluster.

a Log into your Kubernetes cluster, click Connect next to your cluster name.

Kubernetes clusters E] CREATE CLUSTER [ DEPLOY C* REFRESH
A Kubernetes cluster is a managed group of uniform VM instances for unning Kubernetes. Learn more
Name ~ Location Cluster size Total cores Total memaory Notifications Labels
/] gke-demo s-centrall-a 2 2vCPUs 4.00GB Connect |/‘ ]
L =0

b Click to copy the command below, and then run this command.

Foglight for Container Management 1.0 User and Administration Guide
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Connect to the cluster

¢ Find the intermediate Kubernetes configuration file under <USER_HOME>/ . kube/ confi g on your
local platform. The following is the example of this intermediate Kubernetes configuration file.

1

NOTE: This Kubernetes configuration file cannot be used as the agent credential because the
token in this file will get expired soon and “cmd-path” of the token directs to your local
platform.

d Open Google Cloud Client tool and run the following commands to create a Kubernetes service
account that grants with the cluster-admin role and the access to your Google Kubernetes Engine
(GKE) cluster.

a kubectl create serviceaccount <service account name>

b kubectl create clusterrolebinding <cluster role binding name> --clusterrole=cluster-admin -

serviceaccount=default:<service account name>

“default” in the above command is the namespace name of this service account name. The
name space name will be “default” if you do not change it. You can also change to other
namespace names, as needed.

kubectl describe serviceaccount <service account name>

You will get the response similar as below. Record the <secret name> for later use.

C:wrkubectl describe serviceaccount jane—gke—sa
Mame : Jane—gke—sa

Mameszpace = default

Labels: <none >

Annotations: <none>

Image pull secrets: <nonex

Mountable secrets: Jane—gke—sa—token—x2nbw
Jane—gke—sa—token—xZnbuw
<none>

kubectl describe secret <secret name>

You will get response similar as below. Record the token value (exclude "token:") for later
use.

Foglight for Container Management 1.0 User and Administration Guide
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e Open the intermediate Kubernetes configuration file under <USER_HOME>/.kube/config, and then
add the user and change the token to the new one.

vl

ate=authority-data: LS0tLS1CRUAJTiBDRVIUSUZIQOFURSOtLS0tCk1ISURDekNDOWZFZ0F3SUIBZ0LRVZ(
server: https://35.193.204.217

_dulcet-bucksaw-208510 us-centrall-a_jane-gke-demo

TeXTS:
- CONTEXT:
cluster: gke_dulcet-bucksaw-208510_us-centrall-a_jane-gke-demo
[user: jane-gke-sa |
name: gke_dulcet-bucksaw-208510 us-centrall-a_jane-gke-demc

GlzuBVkzkeVelVUV_TyXMa0D) TahGzEA =} T BcSdHBT 90y YkE
ig-helper =--
T\AppData‘\Locall,
592

name: gep

1JrdWIlem51dGVzL3N1lenZpY2

IBM Cloud Kubernetes Service

If you have created your cluster on IBM Cloud Kubernetes Service, get the access from the console as described
on the cluster’s Access view. You will get a .pem file and a .yml file after you performing the steps.

Foglight for Container Management 1.0 User and Administration Guide
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By default IBM Cloud Kubernetes Service uses certificate authority file and token/refresh token. However,
certificate authority data and service account token should be used in the Kubernetes Agent credential. After you
successfully test your connection through "kubectl get nodes", follow the steps below to generate the Kubernetes
Agent credential.

1 Runthe command kubectl config view -minify=true -flatten -o json. You will get an output similar as below,
then record the <certificate authority data> for later use.

shectl config view —minify=true —flatten —o

2 Run the command kubectl create serviceaccount <service account>.

3 Run the command kubectl describe serviceaccount <service account>. You will get a response similar as
below, then record <service account secret> (in this sample, it is jane-sa-token-xkqrk) for later use.

C:sUserssjwang?s.kube *kubect]l describe serviceaccount jane—sa
Jane—sa
default
<none>

<none>

Image pull secrets: <none’
Mountable secrets: Jane—sa—token—xkgrk
H Jane—sa—token—xkgrk

H <{none>

Foglight for Container Management 1.0 User and Administration Guide 12
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4 Run the command kubectl describe secret <service account secret>. You will get a response similar as
below, then record <service account token> for later use.

whe > kuk ¢ ~ihe : sa-token—xkqrk

JrdihJ 1c

5 Open the .yml file generated previously, which looks like below.

apiVersion: vl
clusters:
- name: kube-demo-cluster
cluster:
certificate-authori t"’ : ca-melll-jubs-demo-cluster. pen
“server: Dutpa://130,19%.66.34:30244 )
contexts:
- name: kube-demc-cluster
context:
cluster: kube-demo-cluster
user: Jamne.Wang!
namespace: defasult
current-context: kube-demo-cluster
kind: Config

users:
- name: Jane.Wangfquest.com
user:
auth-provider:
name: oide
config:
client-id: bx
client-secret: bx
id-token: eyJrab
idp-issuer-url:
refresh-token: J

ImFaZyT611TTHjU2]
SEe3
GdOecbYviomhTcaxF25)1CIQETxgWETESS Tdb_we

6 Change the certificate authority to the data <certificate authority data> of this authority and change the
users section to use <service account token>. Save your changes, and then you will get a credential file
like below. This file will be used as the Kubernetes Agent credential to connect to your IBM cloud
Kubernetes service cluster.

apiVersion: v1
clusters:
- name: kube-demo-cluster
cluster:
[certificate-authority-data: LSOCTLS1CRUAUIiBORVIUSOZJQOFURSOTLSC
server: https://130.198.66.34:30244
CONTEXTS:
- name: kube-demo-cluster
COnText:
cluster: kube-demo-cluster
user: ibmclouduser
namespace: default
current-context: kube-dems-cluster
kind: C
users:
= pname: ibmclouduser
user:
token: eyJdhbGciQiJSUzIINIIaTnRSCCIETpXVCTY , eyJpcIMiOiJrdWIl cmi

Openshift Origin

If you could access the / et c/ ori gi n/ mast er/ admi n. kubeconf i g on the master node, download this file
which can be used as the Kubernetes Agent credential.

If you could not access the / et ¢/ ori gi n/ mast er/ adm n. kubeconf i g on the master node, follow instructions
below to generate a permanent credential file.

Before generating the permanent Kubernetes credentials, record the following information and ensure you have
granted the privilege for accessing the cluster-wide resources:

* Openshift Username

*  Openshift Password

Foglight for Container Management 1.0 User and Administration Guide
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Download the Openshift Command Line Interface and install it in your local platform, and then follow steps below
to generate your Kubernetes credential:

1 Log into Openshift and generate an intermediate Kubernetes configuration file.

1
2

After logging into Openshift, click Command Line Tools on the upper right.

Click the button next to the Session token field, copy the command, and then paste it in your local
Command Line Tool. Make sure to find the intermediate Kubernetes configuration file under
<USER_HOME>/ . kube/ confi g on your local platform.

OPENSHIFT ORIGIN

S A raken is st of & passwand. o nor share your AP ioken. Ta reveal yo

On your local platform, browse to open this configuration file. You may see the context similar to the
following. Record <config-cluster-name> for later use.

1 apiVersion: vl

2 clusters:

- cluster:
ingecure-skip-tls-verify: true
gerver: <cluster-ip-port=

name: <config-cluster-name=
CONtexts:
- CORtext:

g cluster: «config-cluster-name>

10 Name3pace: <project-names=

11 user: zconfig-user-name=

12 name: <config-context-names

13 current-context: <config-context-name>
14 kind: Config

15 preferences: [}

16 users:

17 - name:! =config-user-name=

18 user:

19 token: <access-tokens

2 The token generated in step 1 will be expired after 4 hours, however Foglight for Container Management
needs a permanent Kubernetes credential. So you need to create a service account with “cluster-admin”
role, and then get the authorization code (not expired) of this service account to generate our permanent
Kubernetes credential.

1
2

Run the command oc proj ect <proj ect - nanme>.
Run the command oc create servi ceaccount <service-account-nane>.

You can check if your service account has been created successfully using the command:
kubect| get serviceaccounts

Run the command oc servi ceaccounts get-token <servi ce-account - nane>. Then you
will get a token <service-account-token> like below. Record this token for later use.

"eyJhbGci G JSUzI 1IN | sl nR5cCl 61 kpXVCI9. eyJpc3M O Jr dWIl cnbl dGVzL3N cnZpY2V
hY2NvdWs0l i wi a3Vi ZXJuZXRl cy5pby9zzXJ2aWNl YWNj b3VudCOuYWLI ¢3BhY2Ui G JkZWZh
dWkOIl i wi a3Vi ZXJuZXRl cy5pby9zzXJ2aWNl YW\ b3VudC9zZWNy ZXQubnFt ZSI 61 mBzLWFkb
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W uLXRva2VuLWr0a2Zsl i wi a3Vi ZXJuZXRl cy5pby9zzXJ2aWN YW\ b3VudC9zZXJ2aVWNl LW
Fj Y291bnQubnFt ZSI 61 nBzLWFKbW ul i wi a3Vi ZXJuZXR cy5pby9zZXJ2aWN YWN b3VudC9
zZXJ2aVWN LWFj Y291bnQudW k1 j oi ODMz NGUONTQX Nz QL Yy Ox MAUALWFMNImEt MDALMDUZ2Y] Y3
NDFh! i wi c3Vi | j oi ¢c3l zdGvt OnNl cnZpY2VhY2NvdWE0OTR ZnF1bHQGBh3M YWRt aWli f Q RW
H_AoXy2Ulel kHN_Bs9l R1x00zNCJI we YOh3zuQnr kOFi 8gVpX1l 77uhAPp7ol j PqDSWUANIF
6nmP_t NdGMsqRHYEMOX CLnnl M61BYx| c ABvw 66aCQZ3Gn0D7EMBM 7 XgKDCl 6 ON3WENaHOD8
DpVTYgxk@9u3qt 4gqr ¢cj VCaSsDNW gGx Y4KA Dr UoKkdgaRKzeD904Bv9VbYI CqgyxwoUebku
JAcH XA cSe-0zS_zr oPi 1t TSHW RYOPn3Fp3zBnydi okna0- nXot 5| goYc-

R6ELU9YSr AChWrB@Bi pi ut 6CczXbnLPMADYve6dmHi _j 5FquCghod- Q A7aPw'

4 Run the following command to grant your service account with the “cluster-admin” privilege:
kubect!| create clusterrol ebinding <cluster-rol e-bindi ng-name> --
clusterrol e=cluster-adm n --serviceaccount =def aul t: <servi ce-account -
name>,

3 Generate a permanent Kubernetes configuration file and save it under <USER_HOVE>/ . kube/ confi g
file/credential.

1 Open and edit the intermediate configuration file.

2 Use kubectl to add user credentials, create new context, in the end change the existing contexts to
the ones that you added in step 2. For example,

kubect| config set-credentials <credential -nanme> --token=<service-
account - t oken>

kubect!| config set-context <new context-nanme> --cluster=<config-cluster-
nane> --user=<credenti al - nane> - - nanmespace=<pr 0j ect - nane>

kubect!| config use-context <new context-nanme>

3 Save the current Kubernetes configuration file.

Enabling Heapster service in monitored environment

There are various approaches to enable Heapster on your Kubernetes cluster. Visit Heapster official website to
determine the approach that you are going to deploy your Heapster service, or you can follow instructions in
https://github.com/foglight/container to deploy your service.

Some of the cloud platform Kubernetes service has enabled Heapster service for the cluster. If you have
connected to the cluster, run the following command to check: kubect| cluster-info

Docker Swarm Agent

Each Docker Swarm Agent monitors the assets in one docker host. Docker Remote API needs to be enabled for
the Docker Swarm Agent collecting data from the docker host. If TLS is enabled to secure the Docker Remote API,
credential for Docker Swarm Agent needs to be prepared. Complete the following prerequisites before create
agent.

* Preparing Docker Swarm Agent credentials
* Enabling Docker Remote API for monitored docker host

e Uploading Docker Swarm Agent credentials

Preparing Docker Swarm Agent credentials

If TLS enabled to secure Docker Remote API, then complete the following guide to get the credentials for Docker
Swarm Agent for the docker host. Otherwise, continue with Enabling Docker Remote API for monitored docker
host on page 16

Refer to the official guide to generate the keys. Be aware that, during generating the keys, the
Foglight Agent Manager host address should be in the allow access list.

Docker Swarm Agent needs following credentials, you can get them when you finish the official guide.
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e CA Public Key (ca.pem in official guide )
» Client Public Key (cert.pem in official guide )
» Client Private Key (key.pem in official guide )

Enabling Docker Remote API for monitored docker host

Change ExecSt art in docker service startup script as below.

Non-TLS secured

ExecStart =/ usr/bi n/dockerd —H tcp://0.0.0.0: 2375 —-H
uni x: ///var/run/ docker. sock

i | NOTE: Access should be allowed to the TCP port 2375

TLS secured

If TLS enabled, complete Preparing Docker Swarm Agent credentials on page 15 first, then you will get the
ca.pem, server-cert.pem and server-key.pem mentioned in the official guide.

ExecStart=/usr/bin/dockerd --tlsverify --tlscacert=ca.pem--tlscert=server-
cert.pem --tl skey=server-key.pem-H tcp://0.0.0.0:2375 -H

uni x:///var/run/ docker. sock
i | NOTE: Access should be allowed to the TCP port 2375

Then restart docker service.

Uploading Docker Swarm Agent credentials

If TLS is enabled to secure Docker Remote API, go through this section to upload the credential for Docker Swarm
Agent. Otherwise, skip this section.

When complete Preparing Docker Swarm Agent credentials on page 15, following credentials should be
generated.

* CA Public Key
* Client Public Key
* Client Private Key
These are the credentials for Docker Swarm Agent, complete the following steps to upload the credentials.

On the Administration > Credentials > Manage Credentials dashboard, click Add, and then select Docker CA
Public Key or Docker Client Public Key or Docker Client Private Key to upload related credentials. Take Docker CA
Public Key as an example.
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_ £# Manage Credentials
B Expert View =

A credential is the information that gains access to system rescu

v Bockmarks patterning criteria that best suit your needs. For example, map 2
There are no bockmarks ﬁ
¥ Homes ¥ 6 Add Reorder @ Query Credential Delete

 Dashboards Select the Type of Credential to Add «

E
Active Directory [} Challen®dg Responss -
B Administration o B
Agents — | €Docker CA Public Key
— 5| Docker Client Private Key

o rEre o Docker Client Public Key
Integration o

Management Server Domain, User Name, and Password (Windows)

Rest APT Y| DsA Key
Rules & Notifications =
Schedules - Kube Config
Setup (]
Support RSA Ky
Toaling | storage sNMP
Uszars & Sacuri
Ajarmsrs ury SUDO with Custom Password
Apache SU with Password
BMC Remedy o
Pt Picncbor

In the Add a New “Docker CA Public Key” Credential dialog box, specify the following values:
* Credential Properties: Click Load from file to import Docker CA Public Key, and then click Next.
¢ Credential Name And Lockbox: Specify a unique name for this credential, and then click Next.

¢ Resource Mapping: Click Add. In the New Resource Mapping Condition dialog box, choose Target Host
Name or Target Host Address for the monitored docker host.

Add A New "Docker CA Public Key" Credential (=8

¢ Credential Properties Resource Mapping
New Resource Mapping Condition ax

Credantial Name And L

Mapping conditions are used to relate this Credential to the resources it can be used to access. They can also be used to list the
resources the Cradential cannot access, The combination of thess conditions tells the system which Credentials can be used to
access different resources.

Policies
Usage Docker Credential -
Access Resources Using  Target Host Nam T—
Egual or Mot Egual (@) =quals , dg Target Host Name Access a resource using the name of the host where it resides.
Matching Type Domain Name ~ | Target Host Addrass Access 3 resource using the IP of the host where it resides.

Evaluate This Condition @ [«

Matching Values
{Combined Using Logical
'OR' Operator)

@AddaNewDu

Use the above Ad

the logical 'OR’ operator.

If choose Target Host Name, then enter the host name of the monitored docker host.

New Resource Mapping Condition Oox

Mapping conditions are usad to relate this Credential to the resources it can be used to access. They can also be usad to list the
resources the Credentizl cannot access. The combination of thess conditions tells the system which Credentizls can be vsed to
access different resources.

Usage Docker Credential -

Arcess Resources Using  Target Host Mame ~

Equal or Mot Equal (@ =quals () does naot equal
Matching Type Domain Name -

Evaluate This Condition @ (¥

E:;tmhb';ge:ﬂzﬁg Logical (&) Add 2 New Domain Name,

'OR’ Operator) J Domain Name

6|d§ﬂm:tmm.mm|' |

If choose Target Host Address, then enter the IP address of the monitored docker host.
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New Resource Mapping Condition 0ax

Mapping conditions are used to relate this Credential to the resources it can be used to access. They can also be wsad to list the
resourcas the Credential cannot access. The combination of thesa conditions tells the system which Credentials can be usad o
access different resources.

Usage Docker Credential ~

Arcess Resources Using  Target Host Address -

Equal or Mot Equal ) =quals does not equal
Matching Type Exact Match (Case Sensitive) -
Evaluate This Condition @ [

Matching Values
{Combined Using Logical

'OR' Operator) 1P Address «

Then click Add to finish editing New Resource Mapping Condition and back to Resource Mapping.
Then click Finish.

Then Docker CA Public Key has been uploaded and mapped to the docker host. To monitor this docker host,
Docker Client Public Key and Docker Client Private Key also need to be uploaded following the above steps.

Creating and Activating Agent

Foglight for Container Management supports Kubernetes Agent and Docker Swarm Agent.
* Creating and Activating a Kubernetes Agent

e Creating and Activating a Docker Swarm Agent

Creating and Activating a Kubernetes Agent

To create a Kubernetes agent on a monitored host:
1 Log in to the Foglight browser interface and make sure the left navigation panel is open.

2 On the navigation panel, from Standard View click Container Environment or from Expert View click
Dashboards > Container. Then the Container dashboard will display as below.

Kubemetes Swarm (Preview) Analytics v

All Clusters = =3 |All Namespaces - @ Create Agent
Monitoring | Configurations | Controllers || Storage | Load Balancer | Alarms
100 G o @ 3
Pods Nodes Clusters

< 0| |8 ¢ a4 @ o

15 a

Kubemetes Pods Quick View
Kubernetes Pods Kubernetes Pods Summary | 2 Explore
Resource Utilizations

Usage Rate FU Usage Transfer Rate Network I1C

‘
0% 0@ WE we 055 1Tm 110 110 118 12 15

—— CPU Usage [ Baseiine — GPU Request — GPU Limit — Send [ Baseline — Receive

0:35 10:40 10:45 1050 1056 1100 1198 11510 1115 1120 1125 11:30

Usage Memery Usage

@ o
1000 KB -
0:35 10:40 10:46 1D:50 1056 1100 1105 11:10 11206 1120 1022 130 10:35 10:40 10:46 10:60 10:56 1100 1106 11210 11205 1120 1125 1130

— Memory Usage [T Bassline — Wemory Request —lemary Limk —Total Usage [ Baseline — Limit — Awailable.

File System Usage

*@a 57 Summary
&8 ep-wordpress-mysal
@ @l <o = Name stress-8678ch96c-dzo6d Node fog2777ubuntule
@ [ frontend2752 =
— /=\ Cluster Kubez778cluster Namespace default
& (G node-sxporterdaen B
- ) Owner [stress-8678ch896c]:[Replicaset] Service Account
DNS Policy st Restart Policy
Pod IP [10244.2.13] Persistent Volume Claims
- — Status Runring F

3 Inthe Container dashboard, click Create Agent on the top right. The Create Agent wizard opens.

4 Orchestration and Agent Manager: specify the following values, and then click Next.
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: Create Docker Agent

» Orchestration and Agent Manager
~ Agent Properties

v Credential Verification

Summary

Orchestration and Agent Manager
Enter the duster name and select the orchestration of the container you will be monitoring. If necessary, select
the agent managsr.
Cluster Name
The cluster name that you would like to create,
Lsalali
Agent Manager
windows10.microdone.cn ¥ |
Crchestration Type
Kubernetes ¥

= Cluster Name: unique name for the monitored cluster.

= Agent Manager: select an Agent Manager which manages the agent.

= Orchestration Type: container orchestration.

5 Agent Properties

Create Docker Agent

v Orchestration and Agant Manager

Agent Properties

v Credential Verification

Summary

Service End Point htip§:_,!';f;_eusckubaciusduster—a4d90.3.-e68d0330.hcp.&as‘t.:
i 17 |

b System

.Haapster |

§D

Collector Configuration defaultSchedule ¥ | View ... .

= Kubernetes API Service End Point: Get this information from the KubeConfig file. For more
information, see Enabling Heapster service in monitored environment on page 15.

= Kubernetes Version: 1.7 by default.

3 | NOTE: Only need to change for OpenShift clusters.

= Heapster Service Namespace/Heapster Service Name: Get both values from the Heapster service
configuration. For more information, see Enabling Heapster service in monitored environment on

page 15.

If you deploy the Heapster service using:

o HTTP: Namespace of Heapster should be <heapster service namespace> and Heapster
Service Name should be <heapster service name>.

s HTTPS: Namespace of Heapster should be <heapster service namespace> and Heapster
Service Name should be https:<heapster service namespace>:.

6 Credential Verification

= No credential: click Next.

= Add cluster to a new credential

o Credential Type: choose Kube Config, and click Next.
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Create Docker Agent
+ Orchestration and Agent Manager Credential Type

v Agent Froperties Select the credential type from the list below.

Credential Type Description
* Credential Type (8] Kube Config Update kubemetes configuration file or copy/paste it to following text ar

o Credential Properties

0 Cradantial Nama and | addhay

o Credential Properties: click Load from file to upload the credential, and click Next.

Create Docker Agent
+ Orchestration and Agent Manager Credential Properties
+ Agent Properties Enter the properties for this credential.

Update kubernetes configuration file or copy/paste it to following text area.

¥ Credential Type Kube Config [ Load from file

» Credential Properties apiversion: vi i
usters;
= Credential Name and Lockbon - cluster:
certificate-authority-data:

LS50t 5 1CR U TTIRDRVIUSUZ IQOFURSOH SOk 1SUVSRENDOQXIDZOF3SUTBZ0IS QL ixs
MnFOORUITFp4MnZyZnFENmNGLLIBRFFZSkhWiodmNOQVFFTETRGXCKRFRFTELBa
OdEMVVFKhNG Ly Rd T2 GHOTVRN=E L ERTVNRGMWTORVMFdo YOS NakF4TURFNELE
¥zBPRFUWV 2pETgpNUXNIQ1FZRFZRULRFd0pgWVRDOOFpSXELVIKE28a5WhaY0SE
UUVCQIFBRGANSVBBRENDOWAvO2dnSUIBTGhECHR ek HLIVDTMWHZmySeTQzR 1BE
o Summary MY Z2Z0RIODYZTIdQUOtHRTZUWEkzeFF45WIGZFIL K2chWGHvOW1 3eDRLNOQKeSs 1d
EZwRzhwTKNNMLhWVIpShEZnRzFranpKZkFCdHIaYzRRT21ZWUY3MIBZ2GESS36IaTY L
brtsZEROUZQOMQOOMINTCGEL3RFBEEWN e NadIaVEWe2pneminCXVIZnkSVHa
STEGOXIPRZNmalhMYHEWNKIO0S\WV3R 1TBRNpuC MY O 8 Tow\FluUmRTWDIFeiRH
MeRsZHhselVoSzhFaExL 021 TlipckZyMihpSGRITERWETZT Y2 Lia2tteFAKTULVKRYVWE
Hath1dkRpQ o WhEWG3pUFETYkLvdl FAWKNIKedy RmALWT ZOMUSUMXhZTmFsUVl ~

= Resource Mapping

Policies

o Credential Name and Lockbox: give a name for the credential, choose a lockbox, then click

Next.
Creats Docker Agent
v Orchestration and Agent Manager Credential Name and Lodkdbox
« Agent Properties These properties identify the credential on the Management Sarver.

Pleass provide a unique name to identify this credential.

v Credential Typs

[
|sample kubecanfig |
¥ Credential Properties A Lockbox contains a collection of encrypted credentials and the keys used for their encryption and decryption.
» Credential Name and Lodkbox Lockbox < Password Required
®  System No

o Resource Mapping
o Policies

o Summary

s Resource Mapping: click Next.

Create Docker Agent x
w Orchestration and Agent Manager Resource Mapping

+ Agent Froperties Select the appropriate resource mapping option below.

Credential Type

A

(@) Provided host name (only)
) &l hests Host Name: eusckubec-suscluster-24d903-268d03a0.hcp.eastus.az
e )

LS

Credentizl Properties
() Hosts with name containing

L

Credential Name and Lockbox

s

Resource Mapping

Add cluster to an existing credential

= Credential: choose credential, then click Next.
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Creat= Docker Agent 4
~ Orchestration and Agent Manager Credential

¥ Agent Properties Select the Credential that will contain this resource.

» Credential Verification
Credential « Password Reguired
» Credential & System No

[=7 nancyakskubscanfig

v i

Resource Mapping

0 Summary

o Resource Mapping: click Next.

Creates Docker Agent L
« Orchestration and Agent Manager Resource Mapping
v Acert Properbes Select the appropriate resource mapping option below.

» Credential Vertfication

- e e ) Provided host name (only)
ks Host Name: eusckubec-suscluster-a4d903-268d03a0.hcp.eastus.az
« Credential Properties () All'hosts % i "

(7) Hosts with name containing mkBs.io
v Credential Name and Lockbox
» Resource Mapping
Policies
7 Summary: click Finish.
Creates Docker Agent b4
v Orchestration and Agent Manager Summary
+ Agent Properties Cluster akssuscluster
Agent Manager windows10.microdone.cn

G VTR Orchestration Type Kubernetes
Kubes https://eusckubec-eusduster-a4do03-268d03a0.hop.eastus.azmkas.io: 443
L7

kube-system
heapster
s 60
Collector Configuration default=chedule
Credential sample. kubeconfig
Lockhax System
New or Existing Credential New
Lockbox Password The Lockbox is not & password secursd Lockbox.

8 Then the agent will be created and activated automatically.

Creating and Activating a Docker Swarm Agent
Each Docker Swarm Agent monitored one docker host. If the docker host belongs to a Docker Swarm cluster, it
will be considered as a manager/worker node. Otherwise, it will be considered to be a standalone docker host.
i | NOTE: For a Docker Swarm cluster, you should create one Docker Swarm Agent for one host in the
cluster, and if you want to monitor the whole cluster environment, you need to create all the Docker
Swarm Agents for all the hosts in the cluster.
To create a Docker Swarm agent on a monitored host:
1 Login in to the Foglight browser interface and make sure the left navigation panel is open.
2 On the navigation panel, under Dashboards, click Administration > Agents > Agent Status.
The Agent Status dashboard opens.
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3 Inthe Agent Status dashboard, click Create Agent.
The Create Agent wizard opens.

4 Host Selector: Select the monitored host that you want to monitor with the Docker Swarm agent instance
that you are about to create, and then click Next.

i | NOTE: In order to select the host, the Foglight Agent Manager must be installed and running on the
monitored host.

5 Agent Type and Instance Name: Specify the following values, and then click Next.

= Agent Type: Select DockerSwarmAgent from the agent type list.

= Agent Name: Specify the name of the agent instance that you are about to create using either of the
following approaches:

s Generic Name: This option is selected by default. A generic name is a combination of the
host name and the agent type and uses the following syntax: agent _t ype@ost _nane.

s Specify Name: Type that name in the Name field. For example, MyAgent .
6 On the Summary page, review the choices you have made, and then click Finish.
The Agents table refreshes automatically, showing the new Docker Swarm Agent.

7 On the Agents table, select the Docker Swarm Agent that you create, click Edit Properties, and then click
Modify the private properties for this agent.

8 Inthe Agents properties view, check if the following values have been configured based upon your
environment:

t Agent Staws * Edit Properties

Name Host Ty
dfdf Dockerswarmagent

Changss will 2pply only to this agent.

Configuration

MName localhostl

Host Name 10.30.4.166

Docker Remote AP End Point http:(/10.30.4.166:2375
Request Timeout &0

Data Collection Scheduler
Collector Config defaultSchedule - Edit || Clone | [ Delete | € Changing Secondary Property lis

= Name: give a name to the monitored docker host, it should be unique.
» Host Name: IP address or host name of the monitored docker host.

= Docker Remote API End Point: Docker Remote APl endpoint of the monitored docker host. For
more information, see Enabling Docker Remote API for monitored docker host on page 16.

9 Return back to the Agents table, select the above property changed Docker Swarm Agent, and then click
Activate.

The new Docker Swarm Agent is created and data will be shown on the Monitoring tab after a few
minutes.

Configuring data collection interval

The default data collection interval of agents is set to 5 minutes by default. Foglight for Container Management
enables you to change this collection interval as needed.

i | NOTE: Changing the data collection interval will take effect for all Kubernetes agents and Docker Swarm

agents.
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To configure the data collection interval:
1 On the navigation panel, under Dashboards, select Administration > Agents > Agent Status.

2 On the Agent Status dashboard, select the Kubernetes agent that you use to monitoring the container
environment, and then click Edit Properties.

3 In the Edit Properties dashboard, click Edit next to the Collector Config field.

4 In the KubernetesAgent or DockerSwarmAgent Collector Config dialog box, change the following values,
as needed:

= Inventory Collector: Specifies the interval for collecting components.
= Metrics Collector: Specifies the interval for collecting metrics.

5 Click Save.
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2

Using Foglight for Container
Management

* Kubernetes
= Monitoring Kubernetes Pods
= Monitoring Kubernetes Nodes
= Monitoring Kubernetes Clusters
= Monitoring Kubernetes Other Components
= Alarms
» Docker Swarm
= Monitoring Docker Containers
= Monitoring Docker Hosts
= Monitoring Docker Images
= Monitoring Docker Swarm Clusters
= Monitoring Docker Swarm Services
= Alarms
e Analytics
= Kubernetes analytics
= Heatmap analytics
= Scatter Plot analytics
= Docker Swarm analytics
o Heatmap analytics
o Scatter Plot analytics
* Metrics
= Kubernetes metrics

= Docker Swarm metrics

Kubernetes

Monitoring Kubernetes Pods

A pod contains one or multiple containers, such as Docker containers, which contains storage/network and the
specification about how to run the containers. The Kubernetes Pods Quick View, which appears after clicking
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Monitoring > Pods, shows the data collected about the selected clusters and namespaces. This view consists of
the following two panes:

* The Kubernetes Pods tree view, which appears on the left of Kubernetes Pods Quick View, lists the pods
existing in the monitored Kubernetes environment.

e The Kubernetes Pods Summary view, which appears on the right after you select an individual pod in the
Kubernetes Pods tree view.

Kubernetes Pods Summary view

The Kubernetes Pods Summary view appears on the right when you select a cluster in the Kubernetes Pods
tree view.

Figure 2. Kubernetes Pods Summary view

Container Environment
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@ [ azure-vote-back-665 13:20 18:30 13:40 18:50 19:00 12:10 “ 18:20 12:30 18:40 18:50 19:00 19:10
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Namespace - sock-shop
Mamespace - kube-systen

Wemory Usage [ Baseline — emory Request

Ikermory Limit —Total Usage | Baseline — Limit — Available

Summary
Name azure-vote-front-5dfob79c56-249nz Node aks-nodepool1-11370375

Cluster
Bl Namespace - kubs-syster

I Owner
Namespace - default I

ster - cluster
MNamespace

Service Account

Restart Policy

Persistent Volume Claims

DNS Policy
Pod IP 294
Status Running

The Kubernetes Pods Summary view displays the following data:

* Resource Utilizations: The resource utilization for the selected Kubernetes Pod over a selected period of
time, which includes the following:

= CPU Usage: Shows the CPU utilization summary for the selected Kubernetes Pod based on its total
capacity during a selected time period.

= Transfer Rate: Shows the network utilization summary for the selected Kubernetes Pod, including

the average rate of network throughput, and the amounts of data sent to and received from the
network.

= Memory Usage: Shows the physical memory utilization summary for the selected Kubernetes Pod,
broken into the amounts of memory that is swapped to disk, actively used, and allocated, all during
a selected time period.

= File System Usage: Shows the file system resource utilization summary for the selected Kubernetes
Pod, including the available/total/limited file system resource.

e Summary: Displays the detailed information about the selected Kubernetes Pod, including Name, Node,
Cluster, Namespace, Owner, Pod IP, Service Account, DNS Policy, Restart Policy, and Status.
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Click Explore on the upper right of the Kubernetes Pods Summary view to open the Pods Explorer view, which
shows more detailed information about this Kubernetes cluster.
Pods Explorer view

The Pods Explorer view opens when you click Explore in the Kubernetes Pods Summary view, which includes the
following tabs:

¢ General tab: The General tab displays the overall information of the selected Kubernetes Pod over a
selected period of time, including the Summary and Resource Information table, the Containers table, and
the Init Containers table. For more information, see Pod metrics on page 48.

Figure 3. Kubernetes Pods Explorer view General Tab

T Contziner Environment > Kubemetes Pod: catalogue-db-67dffd76dc-qgxgr @ Thursday, November 1, 2018 7:04:54 PM - Now 60 minutes w | [&] Reports w
_I Alarms Severity  Fatal  Critical  Warning ==
- Alarms Count
| Kubernetes Pod: catalogue-db-67dffd76dc-ggxgr
General | Metrics
Summary and Resource Information -
Cluster nancyakscluster Namespace sack-shop
Name catalogus-db-57dffd7sdc-qaxar Node aks-nodepool1-11370375-0
Labels [name=catalogue-db], [pod-template-hash=233%9... Annotations
Service Account default Scheduler Name
Restart Policy Alviays DNS Policy
Hostname Subdomain
Active Deadline Seconds Host IPC
Host PID Host Network
Persistent Volume Claim Status Running
Containers -
Working Exposed ~ _ =
Name  Status Image Directory Ports Command Arguments Environment Variables

catalogue-db | running | weaveworksdemos/catalogue-db:0.3.0 [TCP:3306] [MYSQL_ROCT_PASSWORD:fake_passward], [

e Metrics tab: The Metrics tab displays a Metric Selector allowing you to choose the metrics to be plotted on
this dashboard. Charts of CPU Usage, Memory Usage, and Network I/O are presented by default.

Figure 4. Kubernetes Pods Explorer view Metrics Tab
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Monitoring Kubernetes Nodes

A node, previously known as a minion, is a worker machine in Kubernetes. A node may be a VM or physical
machine, depending on the cluster. Each node has the services necessary to run pods and is managed by the
master components. The Kubernetes Nodes Quick View, which appears after clicking Monitoring > Nodes,
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shows the data collected about the selected clusters and namespaces. This view consists of the following two
panes:

The Kubernetes Nodes tree view, which appears on the left of Kubernetes Nodes Quick View, lists the
nodes existing in the monitored Kubernetes environment.

The Kubernetes Nodes Summary view, which appears on the right after you select an individual node in
the Kubernetes Nodes tree view.

Kubernetes Nodes Summary view

The Kubernetes Nodes Summary view appears on the right when you select a node in the Kubernetes Nodes
tree view.

Figure 5. Kubernetes Nodes Summary view
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The Kubernetes Nodes Summary view displays the following data:

Resource Utilizations: The resource utilization for the selected Kubernetes node over a selected period of
time, which includes the following:

CPU Utilization: Shows the CPU utilization summary for the selected Kubernetes node based on its
total capacity during a selected time period.

Transfer Rate: Shows the network utilization summary for the selected Kubernetes node, including

the average rate of network throughput, and the amounts of data sent to and received from the
network.

Memory Utilization: Shows the physical memory utilization summary for the selected Kubernetes

node, broken into the amounts of memory that is swapped to disk, actively used, and allocated, all
during a selected time period.

File System Usage: Shows the file system resource utilization summary for the selected Kubernetes
Pod, including the available/total/limited file system resource.
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* Summary: Displays the detailed information about the selected Kubernetes node, including Name, Pod
CIDR, OS, Architecture, OS Image, Address, Capacity, Allocatable, and Status.

Click Explore on the upper right of the Kubernetes Nodes Summary view to open the Nodes Explorer view,
which shows more detailed information about this Kubernetes node.

Nodes Explorer view

The Nodes Explorer view opens when you click Explore in the Kubernetes Nodes Summary view, which includes
the following tabs:

* General tab: The General tab displays the overall information of the selected Kubernetes node over a
selected period of time, including the Summary and Resource Information table and the Pods table. For
more information, see Node metrics on page 49.

Figure 6. Kubernetes Nodes Explorer view General Tab
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* Metrics tab: The Metrics tab displays a Metric Selector allowing you to choose the metrics to be plotted on
this dashboard. Charts of CPU Usage, Utilization, Memory Usage, and Network I/O are presented by
default.
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Figure 7. Kubernetes Nodes Explorer view Metrics Tab
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Monitoring Kubernetes Clusters

Kubernetes cluster is a group of kubernetes resources. There are two kinds of nodes inside a cluster, Kubernetes
master and Kubernetes nodes. Kubernetes master is responsible for maintaining the desired state of your cluster
which Kubernetes node is responsible to run your application and cloud workflows.The Kubernetes Cluster Quick
View, which appears after clicking Monitoring > Clusters, shows the data collected about the selected clusters
and namespaces. This view consists of the following two panes:

* The Kubernetes Clusters tree view, which appears on the left of Kubernetes Clusters Quick View, lists the
clusters existing in the monitored Kubernetes environment.

* The Kubernetes Clusters Summary view, which appears on the right after you select an individual cluster in
the Kubernetes Clusters tree view.

Kubernetes Clusters Summary view

The Kubernetes Clusters Summary view appears on the right when you select a node in the Kubernetes
Clusters tree view.
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Figure 8. Kubernetes Clusters Summary view
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The Kubernetes Clusters Summary view displays the following data:

e Resource Utilizations: The resource utilization for the selected Kubernetes cluster over a selected period of
time, which includes the following:

= Usage Rate: Shows the CPU usage summary for the selected Kubernetes cluster based on its total
capacity during a selected time period.

= Memory Usage: Shows the physical memory utilization summary for the selected Kubernetes node,
broken into the amounts of memory that is swapped to disk, actively used, and allocated, all during
a selected time period.

e Summary: Displays the detailed information about the selected Kubernetes cluster, including Name,
Version, Pods, Nodes, Deployments, Stateful Sets, Jobs, and Replica Sets.

Click Explore on the upper right of the Kubernetes Clusters Summary view to open the Cluster Explorer view,
which shows more detailed information about this Kubernetes cluster.

Click View Topology on the upper right of the Kubernetes Clusters Summary view to open the Cluster Topology
view, which shows the topology graph from the application accessible aspect.

Cluster Explorer view

The Cluster Explorer view opens when you click Explore in the Pod metrics, which includes the following tabs:

* Metrics tab: The Metrics tab displays a Metric Selector allowing you to choose the metrics to be plotted on
this dashboard. Charts of CPU Usage and Memory Usage are presented by default.
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Figure 9. Kubernetes Clusters Explorer view Metrics tab
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The topology view visualizes the relationships between the objects from the pods accessible aspect in your
environment through an interactive dependency map. The map illustrates how different components relate to each
other, and the levels of the available resources available to them. Click on Pod, another sub topology view will
popup to show the relationship from pods controller to storage for the selected Pod. Click other components or
click the Pod inside the sub topology view, an information view will popup to show alarms, basic information, some
metrics. From the information popup view of Pod, Node and Cluster, click the Explore button will navigate to the
explorer view of the selected Pod/Node/Cluster. The NAVIGATOR in the bottom-right corner allows you to easily
set the zoom level by dragging the slider into the appropriate position.

Monitoring Kubernetes Other Components

Kubernetes other components here including pods controllers, services, ingresses, persistent volumes, secrets
and so on. All these components are grouped and displayed in tabs.
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Figure 11. Kubernetes Configuration Dashboard
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NannyConfiguration

The Configurations dashboard includes Kubernetes secret and config map.

* A Kubernetes secret is an object that contains a small amount of sensitive data such as a password, a
token, or a key. Such information might otherwise be put in a Pod specification or in an image; putting it in
a Secret object allows for more control over how it is used, and reduces the risk of accidental exposure.

e A Kubernetes config map binds configuration files, command-line arguments, environment variables, port
numbers, and other configuration artifacts to your Pods' containers and system components at runtime.
Config maps allow you to separate your configurations from your Pods and components, which helps keep
your workloads portable, makes their configurations easier to change and manage, and prevents

hardcoding configuration data to Pod specifications.
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Controllers

Figure 12. Kubernetes Controllers Dashboard
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A controller manages a set of pods and ensures that the cluster is in the specified state. Instead of manually
creating a pod, controllers can be used to create pods and to manage the pods. For example, the pods maintained
by a replication controller are automatically replaced if they fail, get deleted, or are terminated. The Controllers
dashboard presents the information related to the following controller types: Deployment, Replication Set,
Replication Controller, Daemon Set, Stateful Set, Job, and Cron Job.

Storage

Figure 13. Kubernetes Storage Dashboard
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The Kubernetes storage contains volumes, storage class, persistent volume, and persistent volume claim.
Volumes are on-disk files used by the containers for persistent their data as well as sharing with other
containers.The Storage dashboard shows the information about the following storage classes:

» Storage Class provides a way for the administrator to describe the "class" of storage they offer.

* Persistent Volume subsystem provides an API for users and administrators that abstracts details of how
storage is provided from how it is consumed.

e Persistent Volume Claim is used for dynamic volume provisioning which allow storage volumes to be
created on-demand.
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Load Balancer

Figure 14. Kubernetes Load Balancer Dashboard
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The Load Balancer dashboard includes information about Kubernetes service, endpoint, and ingress. A
Kubernetes ingress can provide load balancing, SSL termination and hame-based virtual hosting. A Kubernetes
service is an abstraction which defines a logical set of pods and a policy by which to access them - sometime
called micro-services. Kubernetes will update the endpoint whenever the set of pods in a service changes

Alarms

Figure 15. Kubernetes Alarms Dashboard
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The Alarms dashboard displays a list of alarms generated against the monitored Kubernetes environment. Use
this view to quickly identify any potential problems related to a specific Kubernetes component.
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Docker Swarm

The Docker Container Quick View, which appears after clicking Monitoring > Containers, click Swarm (preview)
from the header on top to switch to Docker Swarm dashboard.

Figure 16. Docker Swarm Dashboard
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Monitoring Docker Containers

This view consists of the following two panes:

* The Docker Containers tree view, which appears on the left of Docker Containers Quick View, lists the
containers existing in the monitored Docker environment. The containers in the tree view are grouped by
cluster > docker host > container.

* The Docker Container Summary view, which appears on the right after you select an individual container in
the Docker Containers tree view.

Docker Container Summary view

The Docker Container Summary view appears on the right when you select a container in the Docker
Containers tree view.
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Figure 17. Docker Container Summary view
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The Docker Container Summary view displays the following data:
¢ Related Items: Shows the related Docker components grouped by type as well as the associated alarms.

* Resource Utilizations: The resource utilization for the selected Docker Container over a selected period of
time, which includes the following:

= CPU Load: Shows the CPU utilization of the selected container.
= CPU Time: Shows the used time and throttled time of the selected container.

= Network Transfer: Shows the transfer bytes rate of the selected container over a selected period of
time.

= Network I/0: Shows the total send/receive bytes of the selected container.
= Memory: Shows the memory utilization of the selected container.
= Memory Swap: Shows the mounts of memory pages that are swapped to disk.

= Disk Transfer: Shows the disk transfer bytes rate of the selected container over a selected period of
time.

= Disk I/0: Shows the disk read/write bytes of the selected container.

e Summary and Resource Information: Displays the detailed information about the selected Container,
including State, Command, Created Time, Started Time, Image and so on.

Click Explore on the upper right of the Docker Container Summary view to open the Container Explorer view,
which shows more detailed information about this container.

Container Explorer view

The Container Explorer view opens when you click Explore in the Docker Container Summary view, which
includes the following tabs:

* Monitoring tab: The Monitoring tab displays the overall information of the selected container over a selected
period of time, including the Summary and Resource Information table, Resource Management table as
well as the Metrics list. For more information, see Container metrics on page 49.
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Figure 18. Docker Container Explorer view Monitoring Tab
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Monitoring Docker Hosts

This view consists of the following two panes:

e The Docker Hosts tree view, which appears on the left of Docker Hosts Quick View, lists the docker hosts
existing in the monitored Docker environment. The docker hosts in the tree view are grouped by cluster >
docker host.

* The Docker Host Summary view, which appears on the right after you select an individual docker host in
the Docker Hosts tree view.

Docker Host Summary view

The Docker Host Summary view appears on the right when you select a docker host in the Docker Hosts tree
view.
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Figure 19. Docker Host Summary view
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The Docker Host Summary view displays the following data:
* Related Items: Shows the related Docker components grouped by type as well as the associated alarms.

* Resource Utilizations: The resource utilization for the selected docker host over a selected period of time,
which includes the following:

= CPU Load: Shows the CPU utilization of the selected docker host.

= CPU Used: Shows the used CPU resources aggregated from the containers running on the docker
host.

= Network I/0 and Network Transfer Rate: Shows the transfer bytes rate of the selected docker host
aggregated from the containers running on the docker host over a selected period of time.

= Memory and Memory Consumed: Shows the memory consumed bytes aggregated from the
containers running on the docker host.

= Disk I/0 and Disk Transfer: Shows the disk transfer bytes rate of the selected docker host
aggregated from the containers running on the docker host over a selected period of time.

* Summary and Resource Information: Displays the detailed information about the selected docker host,
including Container Count by Status, Operating System, Memory Total and so on.

Click Explore on the upper right of the Docker Host Summary view to open the Docker Host Explorer view, which
shows more detailed information about this container.
Docker Host Explorer view

The Docker Host Explorer view opens when you click Explore in the Docker Host Summary view, which includes
the following tabs:
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Monitoring tab: The Monitoring tab displays the overall information of the selected docker host over a
selected period of time, including the Summary and Resource Information table, Resource Management
table as well as the Metrics list. For more information, see Container metrics on page 49.

i | NOTE: All the docker host metrics are calculated from the aggregated metrics of the containing
containers on the docker host.

Figure 20. Docker Host Explorer view Monitoring Tab
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Monitoring Docker Images

This view consists of the following two panes:

The Docker Images tree view, which appears on the left of Docker Images Quick View, lists the docker
images existing in the monitored Docker environment.

The Docker Image Summary view, which appears on the right after you select an individual docker image
in the Docker Images tree view.

Docker Image Summary view

The Docker Image Summary view appears on the right when you select a docker image in the Docker Images
tree view.
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Figure 21. Docker Image Summary view
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The Docker Image Summary view displays the following data:

* General: Shows the general information of the selected docker image, including Size, Command, Entry
Point and so on.

¢ Containers: The table list the containers with useful metrics that are created based on the selected docker
image.

Monitoring Docker Swarm Clusters

This view consists of the following two panes:

e The Swarm Clusters tree view, which appears on the left of Swarm Clusters Quick View, lists the docker
swarm clusters existing in the monitored Docker environment.

* The Docker Swarm Cluster Summary view, which appears on the right after you select an individual docker
swarm cluster in the Swarm Clusters tree view.

Docker Swarm Cluster Summary view

The Docker Swarm Cluster Summary view appears on the right when you select a docker swarm cluster in the
Swarm Clusters tree view.
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Figure 22. Docker Swarm Cluster Summary view
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The Docker Swarm Cluster Summary view displays the following data:
* Related Items: Shows the related Docker components grouped by type as well as the associated alarms.

* Resource Utilizations: Shows CPU Utilization, Memory Utilization, Network Transfer Rate, Disk Transfer
Rate metrics of the containers running in this docker swarm cluster in descending order.

Monitoring Docker Swarm Services

This view consists of the following two panes:

* The Swarm Services tree view, which appears on the left of Swarm Services Quick View, lists the docker
swarm services existing in the monitored Docker environment.

* The Docker Swarm Service Summary view, which appears on the right after you select an individual docker
swarm service in the Swarm Services tree view.

Docker Swarm Service Summary view

The Docker Swarm Service Summary view appears on the right when you select a docker swarm service in the
Swarm Services tree view.
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Figure 23. Docker Swarm Service Summary view
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The Docker Swarm Service Summary view displays the following data:
¢ Related Items: Shows the related Docker components grouped by type as well as the associated alarms.

* Resource Utilizations: Shows CPU Utilization, Memory Utilization, Network Transfer Rate, Disk Transfer
Rate metrics of the containers running in this docker swarm service in descending order.

e Summary and Resource Information: Shows the summary information of the docker swarm service,
including Labels, Image, Mount Volumes, Ports, Container Status and so on.

Alarms

Figure 24. Docker Swarm Alarms Dashboard
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The Alarms dashboard displays a list of alarms generated against the monitored Docker environment. Use this
view to quickly identify any potential problems related to a specific Docker component.
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Analytics

Foglight for Container Management provide analytics feature for Kubernetes and Docker Swarm.

Heat Map is a two-dimensional representation of data in which values are represented by colors. Showing
collected metrics with elaborate heat maps allows you to understand complex data sets and the monitored cluster
environment well.

Scatter Plot is used to display values in points using two variables for a set of data. The points is color-coded also,
Color Metric can be used to display one additional variable.

e Kubernetes analytics

= Heatmap analytics

= Scatter Plot analytics
* Docker Swarm analytics

= Heatmap analytics

= Scatter Plot analytics

Kubernetes analytics

In the Container dashboard, choose Kubernetes from the header. Then click Analytics from the header, a drop
down view will display with Heatmap and Scatter on it. Click Heatmap will navigate to the Kubernetes Heatmap
Analytics dashboard, while click Scatter will navigate to the Kubernetes Scatter Plot Analytics dashboard.

Figure 25. Kubernetes analytics Navigation
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Heatmap analytics

Figure 26. Kubernetes Heatmap Analytics Dashboard

T Contziner Environment » Kubemetss Heatmap

G+ Friday, November 2, 2018 2:54 AM - 4:18 AM 1.4 howrs v | [ Repons w

Topology Type | KubePed ¥ | Cluster | All Clusters ¥ | Namespace | All Mamespaces ¥ | Selected Metric | CPU Usage ¥ | Color Metric | Memory Usage ¥ | Color Pattern 8

High

=

Heatmap Chart

wordpress-db8f78568-72zff

Pod Name CPU Usage Rate
nginx-rzaqz 0.0 millicores/second
azure-vote-front-5dfob79c56-249nz 0.0 millicores/second
mehdb-1 0,0 millicores/second
wordpress-dhBf78568-722fF

14.0 millicores/second
azure-vote-back stz 0.0 milli o
acs-helloworld-punk-viom-57b8bb38cf-9d4bd | 0.0 millicoresfsecond
‘wordpress-mysgl- 7b4ffbéfb4-zsbim 0.0 millicores/sacond

mehdb-0 0.0 millicoressecond
ngis-6riur 0.0 millzorss/second
ngirx-gkScj 0.0 millicoresfsecond

e

n

Heat maps will be refreshed automatically when you change either of the following fields:

CPUUsage ~ CPU Request

0.0 millicores| 0.0 millicores
0.0 millicores | 100.0 millicores
0.0 millicores| 0.0 millicores
8416 millicores| 0.0 millicores
0.2 millicores | 100.0 millicores
0.0 millicores| 0.0 millicores
0.0 millicorss| 0.0 millicores
0.0 millicorss| 0.0 millicores
0.0 millicores| 0.0 millicores

0.0 millicores| 0.0 millicores

s i

0.0 millicores
250.0 millicores
0.0 millicores
0.0 millicores
250.0 millicores
0.0 millicores
0.0 millicores
0.0 millicares
0.0 millicores

0.0 millicores

s

20MB
533 MB
34MB
126.1 MB
9.0 MB
37.1MB
464.5 MB
24MB
2.0 MB
2.0 MB

[

20MB
52.6 MB
32MB
1234 MB
9.0 MB
37.0MB
462.6 MB
23MB
2.0 MB
2.0MB

-

00E
128.0MB
006
008
128.0 MB
00E
00E
006
008
008

s

0.0E 0.0 count
256.0MB 0.0 count
0.0B6 0.0 count
0.0 B 0.0 count
256.0MB 0.0 count
0.0E 0.0 count
0.0B 0.0 count
0.0B6 0.0 count
0.0 B 0.0 count
0.0 B 0.0 count

e

0.0¢/s| 0.0 count
0.0¢/s| 0.0 count
0.0¢/s| 0.0 count
0.0¢/s| 0.0 count
0.0¢/s| 0.0 count
0.0¢/s| 0.0 count.
0.0¢/s| 0.0 count
0.0¢/s| 0.0 count
0.0 ¢/s| 0.0 count
0.0¢/s| 0.0 count

i

0.0¢s
0.0¢fs
00¢fs
0.0¢fs
0.0¢s
0.0¢s
0.0¢s
0.0¢fs
0.0¢fs
0.0¢s

s

700B 7008
28.1KB 43.5KB
69.3KB 1146 KB
35.0KB 58.0 KB
506.0B 87208
140.0B 140.0B

700B 7008
20.0KB 358 KB

7008 7008

700B 7008

e

00Bjs
523 Bfs
1545 Bfs
785 Bfs
108fs
00Bjs
00Bjs
540 Bfs
0.08js
00Bjs

i

* Topology Type: Indicates the monitored topology object, including Kubernetes Pod, Kubernetes Node, and

Kubernetes Cluster.

e Cluster: Lists all clusters available in the monitored Kubernetes environment.

* Namespace: Lists all namespaces available in the monitored Kubernetes environment.

e Selected Metric: Populates a rectangle based upon the selected metrics. For example, if you select
Memory Usage from the Selected Metric drop-down list, the rectangle area will be populated based on the

used memory for the selected topology object. For more information about metrics, refer to Kubernetes

metrics on page 48.

¢ Rendering related metrics: For example, if you select CPU Usage Rate and Red to Green, the rectangle of
the topology object that has larger value of CPU Usage Rate will be rendered in red.

= Color Metric: Renders the color of rectangle based upon the selected color metric.

= Color Pattern: Offers two patterns, Red to Green (larger value shows in red) or Green to Red (larger
value shows in green).

Figure 26 shows an example of heat map. This sample diagram represents the “wordpress-db8f78568-72zff" has
the maximum amounts of CPU usage, while “fluentd-elastic-ef455uh68-72cfe” has a higher Memory Usage. If you
switch the Color Pattern, then “wordpress-db8f78568-72zff” will turn to red. Clicking the object name on the heat

map directs you to the relevant object Explorer dashboard. For more information, see:

* Pods Explorer view on page 26

¢ Pod metrics on page 48

* Nodes Explorer view on page 28

¢ Node metrics on page 49

e Cluster Explorer view on page 30
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* Cluster metrics on page 49

Scatter Plot analytics

Figure 27. Kubernetes Scatter Plot Analytics Dashboard
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The points on the chart will be refreshed automatically when you change either of the following fields:

e Topology Type: Indicates the monitored topology object, including Kubernetes Pod, Kubernetes Node, and

Kubernetes Cluster.

e Cluster: Lists all clusters available in the monitored Kubernetes environment.

¢ Namespace: Lists all namespaces available in the monitored Kubernetes environment.

¢ X Axis: Indicates which metrics will be plotted on X axis.
* Y Axis: Indicates which metrics will be plotted on Y axis.

¢ Rendering related metrics:

= Color Metric: Renders the color of circle based upon the selected metrics.

= Color Pattern: Offers two patterns, Red to Green (larger value shows in red) or Green to Red (larger

value shows in green).

Figure 27 shows an example of Scatter Plot analytics. The purple circle in the middle represents the following:
“wordpress-db8f78568-72zff” CPU Usage is around 0.85 cores, its Memory Usage is around 121MB, and its value

of Network Transfer Bytes is not high. For more information, see:
* Pods Explorer view on page 26
e Pod metrics on page 48
* Nodes Explorer view on page 28
* Node metrics on page 49
* Cluster Explorer view on page 30

e Cluster metrics on page 49
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Docker Swarm analytics

In the Container dashboard, choose Docker Swarm from the header. Then click Analytics from the header, a
drop down view will display with Heatmap and Scatter on it. Click Heatmap will navigate to the Docker Swarm

Heatmap Analytics dashboard, while click Scatter will navigate to the Docker Swarm Scatter Plot Analytics
dashboard.

Figure 28. Docker Swarm Analytics Navigation
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Figure 29. Docker Swarm Heatmap Analytics Dashboard
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Heat maps will be refreshed automatically when you change either of the following fields:
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* Topology Type: Indicates the monitored topology object, including Docker Container and Docker Host.
e Cluster: Lists all clusters available in the monitored Docker Swarm environment.

* Selected Metric: Populates a rectangle based upon the selected metrics. For example, if you select
Memory Time Used from the Selected Metric drop-down list, the rectangle area will be populated based on

the used CPU time for the selected topology object. For more information about metrics, refer to Docker
Swarm metrics on page 49.

* Rendering related metrics: For example, if you select CPU Utilization and Red to Green, the rectangle of
the topology object that has larger value of CPU Ultilization will be rendered in red.

= Color Metric: Renders the color of rectangle based upon the selected color metric.

= Color Pattern: Offers two patterns, Red to Green (larger value shows in red) or Green to Red (larger
value shows in green).

Figure 29 shows an example of heat map. This sample diagram represents the
“voting_redis.1.nwfx2moecimr7v5sb3gmggtmk” has the maximum amounts of CPU Utilization which is the largest
in size, and also it has the higher Memory Utilization since it is in Red. If you switch the Color Pattern, then
“voting_redis.1.nwfx2moecimr7v5sb3gmaggtmk” will turn to green. Clicking the object name on the heat map
directs you to the relevant object Explorer dashboard. For more information, see:

e Container Explorer view on page 36
» Docker Host Explorer view on page 38

* Container metrics on page 49

Scatter Plot analytics

Figure 30. Docker Swarm Scatter Plot Analytics Dashboard
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The points on the chart will be refreshed automatically when you change either of the following fields:
* Topology Type: Indicates the monitored topology object, including Docker Container and Docker Host.
¢ Cluster: Lists all clusters available in the monitored Docker Swarm environment.
¢ X Axis: Indicates which metrics will be plotted on X axis.
¢ Y Axis: Indicates which metrics will be plotted on Y axis.
e Rendering related metrics:
= Color Metric: Renders the color of circle based upon the selected metrics.

= Color Pattern: Offers two patterns, Red to Green (larger value shows in red) or Green to Red (larger
value shows in green).
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Figure 30 shows an example of Scatter Plot analytics. The purple circle in the middle represents the following:
“voting_redis.1.nwfx2moecimr7v5sb3gmaggtmk” CPU Utilization is 2.9%, its Memory Usage is 0.1%, and its value
of Network Transfer Bytes is not high. For more information, see:

e Container Explorer view on page 36

» Docker Host Explorer view on page 38

e Container metrics on page 49

Metrics

Kubernetes metrics

Pod metrics

Table 4. Pod metrics

Metric name

Description

CPU Usage

CPU Usage Rate
CPU Request

CPU Limit

Memory Usage
Memory Working Set

Memory Rss

Memory Request

Memory Limit

Memory Page Faults
Memory Major Page Faults
Memory Page Faults Rate
Memory Major Page Faults Rate
Network Send

Network Receive

Network Send Rate

Network Receive Rate
Network Send Errors
Network Receive Errors
Network Send Errors Rate
Network Receive Errors Rate
Network Transfer

Network Transfer Rate

CPU usage on all cores in millicores

CPU usage rate on all cores in millicores/second

CPU request (the guaranteed amount of resources) in millicores
CPU hard limit in millicores

Total memory usage in bytes

Total working set usage. Working set is the memory being used and not

easily dropped by the kernel.

RSS memory usage

Memory request (the guaranteed amount of resources) in bytes
Memory hard limit in bytes

Number of page faults

Number of major page faults

Number of page faults per second
Number of major page faults per second
Total send bytes

Total receive bytes

Total send bytes per second

Total receive bytes per second

Total send errors count

Total receive errors count

Total send errors count per second

Total receive errors count per second
Total send and receive bytes

Total send and receive bytes per second
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Node metrics
Table 5. Node metrics

Metric name

Description

CPU Usage

CPU Usage Rate
CPU Request

CPU Limit

CPU Utilization
Memory Usage
Memory Working Set

Memory Rss
Memory Request
Memory Limit
Memory Page Faults

CPU usage on all cores in millicores

CPU usage rate on all cores in millicores/second

CPU request (the guaranteed amount of resources) in millicores
CPU hard limit in millicores

CPU utilization as a share of node allocatable

Total memory usage in bytes

Total working set usage. Working set is the memory being used and not

easily dropped by the kernel.

RSS memory usage

Memory request (the guaranteed amount of resources) in bytes
Memory hard limit in bytes

Number of page faults

Memory Major Page Faults Number of major page faults

Memory Page Faults Rate Number of page faults per second
Memory Major Page Faults Rate Number of major page faults per second

Memory Utilization Memory utilization as a share of memory allocatable

Cluster metrics

Table 6. Cluster metrics

Metric name

Description

CPU Usage
CPU Usage Rate
CPU Request
CPU Limit
Memory Usage
Memory Request
Memory Limit

CPU usage on all cores in millicores

CPU usage rate on all cores in millicores/second

CPU request (the guaranteed amount of resources) in millicores
CPU hard limit in millicores

Total memory usage in bytes

Memory request (the guaranteed amount of resources) in bytes
Memory hard limit in bytes

Docker Swarm metrics

Container metrics

Table 7. Container metrics

Metric name

Description

CPU Utilization
CPU Time Used
CPU Throttled Time
Memory Page Fault

Memory Consumed

CPU utilization.

Total CPU time that a container used.

Total time that a container’s CPU usage was throttled.
Total page fault count of a container's Memory.

Total memory consumed of a container in bytes.
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Table 7. Container metrics

Metric name

Description

Memory Utilization
Memory Pageln Rate
Memory PageOut Rate
Disk Read Bytes

Disk Write Bytes

Disk Transfer Rate
Network Send Packets
Network Receive Packets
Network Send Bytes
Network Receive Bytes

Memory utilization.
Total page in count of a container's Memory.

Total page out count of a container’'s Memory.

Total disk read bytes.

Total disk write bytes.

Sum of total disk read and write bytes.
Total network send packets count.
Total network receive packets count.
Total network send bytes.

Total network receive bytes.

Network Inbound Dropped Packets Total dropped packet count of all the packets coming into the container.
Network Outbond Dropped Packets Total dropped packet count of all the packets going out from the container.

Network Transfer Rate Sum of network send bytes and receive bytes per seconds during a

specific period.
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About Us

We are more than just a name

We are on a quest to make your information technology work harder for you. That is why we build community-
driven software solutions that help you spend less time on IT administration and more time on business innovation.
We help you modernize your data center, get you to the cloud quicker and provide the expertise, security and
accessibility you need to grow your data-driven business. Combined with Quest'’s invitation to the global
community to be a part of its innovation, and our firm commitment to ensuring customer satisfaction, we continue
to deliver solutions that have a real impact on our customers today and leave a legacy we are proud of. We are
challenging the status quo by transforming into a new software company. And as your partner, we work tirelessly to
make sure your information technology is designed for you and by you. This is our mission, and we are in this
together. Welcome to a new Quest. You are invited to Join the Innovation™.

Our brand, our vision. Together.

Our logo reflects our story: innovation, community and support. An important part of this story begins with the letter
Q. Itis a perfect circle, representing our commitment to technological precision and strength. The space in the Q
itself symbolizes our need to add the missing piece—you—to the community, to the new Quest.

Contacting Quest

For sales or other inquiries, visit https://www.quest.com/company/contact-us.aspx/.

Technical support resources

Technical support is available to Quest customers with a valid maintenance contract and customers who have trial
versions. You can access the Quest Support Portal at https://support.quest.com.

The Support Portal provides self-help tools you can use to solve problems quickly and independently, 24 hours a
day, 365 days a year. The Support Portal enables you to:

* Submit and manage a Service Request.

* View Knowledge Base articles.

e Sign up for product notifications.

* Download software and technical documentation.
* View how-to-videos.

* Engage in community discussions.

* Chat with support engineers online.

* View services to assist you with your product.
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